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Abstract 
 

Existing image search systems allow users to search images by keywords, or by example 

images through content-based image retrieval (CBIR). On the other hand, users might learn 

more relevant textual information about an image from its text captions or surrounding 

contexts within documents or Web pages. Without such contexts, it’s difficult to extract 

semantic description directly from the image content. In this paper, we propose an annotation 

watermarking system for users to embed text descriptions, and retrieve more relevant textual 

information from similar images. First, tags associated with an image are converted by 

two-dimensional code and embedded into the image by discrete wavelet transform (DWT). 

Next, for images without annotations, similar images can be obtained by CBIR techniques and 

embedded annotations can be extracted. Specifically, we use global features such as color 

ratios and dominant sub-image colors for preliminary filtering. Then, local features such as 

Scale-Invariant Feature Transform (SIFT) descriptors are extracted for similarity matching. 

This design can achieve good effectiveness with reasonable processing time in practical 

systems. Our experimental results showed good accuracy in retrieving similar images and 

extracting relevant tags from similar images. 
 

 

Keywords: Image Annotation, CBIR, Annotation watermarking, SIFT, QR code 
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1. Introduction 

Images often contain rich semantics for human beings as the saying goes: “A picture is worth 

a thousand words.” However, it is still a challenge for computer systems to automatically 

obtain semantic meanings directly from an image. Existing image search systems such as 

Google Image Search allow users to submit either text or image queries to get similar images. 

But users are usually not familiar with formulating exact queries [1].  To obtain more related 

information, users often need to browse through related images within documents and Web 

pages to get the overall picture of what they really want. On the one hand, text queries are 

usually very short, with multiple diverse meanings. Relevance feedback techniques are helpful 

to provide more related features from initial search results. On the other hand, images might be 

alternative useful resource which contains rich meanings. Although it might not be easy to 

directly extract the semantic meanings from image content, if relevant textual descriptions can 

be effectively embedded into images, we can utilize content-based image retrieval (CBIR) 

methods to collect similar images, from which the corresponding annotations can be extracted 

for more related textual information.  

In this paper, we propose an annotation watermarking system for image tagging to help 

users embed and retrieve relevant textual information. The goal of annotation watermarking is 

to embed relevant semantic information into images as an invisible watermark that can be 

successfully extracted later. First, given an image and its associated tags, discrete wavelet 

transform (DWT) is used to transform the image into frequency domain, and the associated 

tags are converted by two-dimensional code and embedded into the mid-frequency subband of 

the image based on simple modulo arithmetic. Then, global features such as color ratios and 

dominant sub-image colors, and local features such as Scale-Invariant Feature Transform 

(SIFT) descriptors are extracted as the major features for similarity matching. Finally, given a 

query image, the same features are extracted to find similar images from which the embedded 

annotations can be extracted to provide useful relevant information for users. From our 

experimental results on VOC Challenge 2007 data set [2], a high percentage of similar images 

and relevant tags can be retrieved. The annotation embedding and extraction processes are 

simple but effective, without affecting image visual quality. Further investigation is needed to 

verify the performance in larger scales. 

The remainder of this paper is organized as follows. In Section 2, we survey the related 

work in image annotation and CBIR. In Section 3, our proposed approach is described in 

details. Section 4 shows the experimental results and discussions. In Section 5, we list our 

conclusions. 

2. Related Work 

CBIR [3] has been a popular research field in multimedia retrieval. Image feature extraction, 

similarity estimation, and relevance feedback are among the major topics that have been 

extensively studied. Among many possible choices of image features such as colors, textures, 

and shapes, we apply CBIR techniques by using selected global color features such as color 

ratios and dominant sub-image colors and local features such as SIFT descriptors in finding 

relevant images from which additional semantic information can be embedded and extracted. 

Image annotations [4] are usually given as descriptions in a separate metadata field in files 
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or databases. However, separating metadata from image contents can cause problems of 

management and security. Annotations in metadata fields can be vulnerable to information 

loss or modification. For example, descriptions in TIFF images can be removed by converting 

into JPEG format. Retrieving relevant images also involves obtaining related annotations. 

When modifying images or annotations, we also need to update the associated counterpart 

information. To resolve these issues, a special application in digital watermarking [5] called 

annotation watermarking (or caption watermarking) [6] is used to embed supplementary 

information directly into the media contents. The integration of metadata with content 

prevents the metadata from being easily modified or destroyed.  

In recent years, digital watermarking has been applied in many applications, including 

copyright owner verification (copyright watermarking), integrity and authenticity check 

(integrity watermarking). For example, a semi-fragile watermark-based image content 

authentication technique was proposed [7] to verify the integrity of received image based on 

secure hash in frequency domain. Since watermarked images might undergo malicious attacks 

such as geometric deformation and content-preserving manipulations such as JPEG 

compression, a fragile watermarking scheme with restoration capability was proposed [8] to 

recover the tampered regions after tampering localization. To enable reversible data hiding for 

compressed images, Qin et al. [9] used index set construction strategy for vector quantizaiton 

(VQ) index tables. In contrast to these applications that aim at protecting the security of 

ownership on copyrighted materials and the integrity information of digital content, 

annotation watermarking focuses on correctly embedding and extracting relevant information 

for multimedia contents. Several types of annotation watermarking have been proposed for 

images [10-13], audios [14], and videos [15]. For digital images, illustration watermarking [10] 

provides an object-based annotation, and they further extend their framework by including 

hierarchical object relations using hypergraph model [11] and image hashing and cover 

pre-conditioning [12]. In this paper, we focus on imperceptible and oblivious whole-image 

annotation watermarking since our major goal is to effectively embed and extract relevant 

annotations. Different from existing approaches to annotation watermarking, relevant 

semantic descriptions are converted using two-dimensional codes such as QR code since more 

textual information can be embedded. Then, they are embeded into the mid-frequency 

subband of wavelet coefficients, which balances the imperceptibility and robustness to attacks 

[16, 17].  

Local invariant features such as SIFT [18] have shown promise in image retrieval tasks 

[19]. The major advantages of SIFT include scale- and rotation-invariance, and resistance to 

noises, occlusions, and affine transforms. In contrast to global features such as color histogram 

or ordinal feature [20], SIFT is more effective in finding near-duplicate images that can resist 

image processing attacks [21]. Since the computational costs of SIFT are higher than global 

features, in this paper, we try to reduce the number of candidates by a filtering step with 

selected simple global color features such as color ratios and dominant sub-image colors. 

3. The Proposed Approach to Annotation Watermarking 

The proposed approach can be divided into two phases: indexing and searching. There are four 

major components in the system architecture: annotation embedding, feature extraction, 

similarity estimation, and annotation extraction, as shown in Fig. 1.  
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Fig. 1. System architecture of the proposed approach 

 

In the indexing phase, both global and local features are extracted from images, and stored in 

image database for better searching efficiency. Then, the associated tags are converted by 

two-dimensional code such as QR Code, and combined into DWT transformed images by 

annotation embedding module, and also stored in image database. In the searching phase, 

given an input query image, the same features are extracted and similarity with images in 

database is estimated. The most similar images are retrieved and the corresponding 

annotations are extracted by annotation extraction module. Finally, noises in QR code are 

filtered and the relevant tags can be extracted as needed. Next, we describe each component in 

details. 

3.1 Annotation Embedding 

To embed textual annotations, we first convert annotations into two-dimensional codes such 

as QR codes. QR code (abbreviated from Quick Response Code) [22] is an ISO standard of 

machine-readable barcodes for automatic identification and data capture. It is widely used in 

item identification, product tracking and convenient mobile tagging due to its fast readability 

and larger storage capacity. Generally, it’s a content encoding scheme, which puts different 

types of data (including alphanumeric symbols, Kanji characters and binary data) into 

two-dimensional square in a zig-zag way. Then, error correction codes based on 

Reed-Solomon coding are included to detect and correct varying amount of random errors 

according to different error-correction levels. Depending on the number of symbols to be 

encoded, there are 40 versions of QR code with symbol size 21x21 to 177x177. The maximum 

capacity of QR code is 4,296 alphanumeric symbols, 2,953 binary bytes, or 1,813 Kanji 

characters.  

After generating the QR code, it is embedded into mid-frequency wavelet coefficients of the 

target image by modular arithmetic. Before performing DWT, we convert images from RGB 

to YCbCr color space as in Eq. (1): 
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Since human eyes are more sensitive to luminance changes in Y component, we can embed 

two dimensional codes into Cr or Cb components. After performing single-level 2D DWT on 

Cr component, we obtain four blocks in different frequency channels: HH, HL, LH, LL. 

Among these blocks, changes in high frequency block (HH) are not easily perceptible, but they 

are susceptible to image processing attacks; on the other hand, embedding watermarks in low 

frequency subbands (LL) is more robust to common attacks, but they are easily perceived by 

humans since the energy of most images are concentrated in low frequencies [17]. Since most 

watermarking studies choose to embed in mid-frequencies (HL, LH) [16], in this paper, the 

annotations are embedded in HL blocks. Then, we use a simple modular arithmetic in our 

embedding algorithm based on the ideas from [23, 24], as in Fig. 2: 
 

Annotation_Embedding(v, w, R, ) 

 r = |v| mod R 

  (v) = v–r 

 if w=1 then d=(R-1)*  

 else if w=0 then d=(R-1)*(1-) 

 v’= (v) +d 

Fig. 2. The annotation embedding algorithm 

 

where v is a wavelet coefficient, w is the pixel value in two-dimensional code, R is a 

predefined modulus, and  is the parameter to control differences in wavelet coefficients. 

According to our preliminary experiments and observations, R is set to 20, and  is set to 3/4. 

After embedding the two-dimensional code into wavelet coefficients, we perform an inverse 

DWT (IDWT) and convert the embedded image from YCbCr back to RGB color space as in 

Eq.(2). 
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An example of annotation embedding process is illustrated as in Fig. 3. 
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Fig. 3. An example of annotation embedding process 

 

3.3 Feature Extraction 

To effectively retrieve similar images in different sizes and scales with robustness, local 

invariant features such as SIFT are often adopted. However, the calculation of SIFT features 

can be time-consuming, which impedes the practical application for large numbers of images. 

Thus, we use selected simple global color features as a filtering step to reduce unnecessary 

SIFT calculation for very dissimilar images.  
 

Global Color Features 

Global features are often used in image retrieval to obtain visually similar images. Since 

different types of images usually have different color distributions, we use color ratios as the 

major feature. However, there are cases when two images have the same color distribution in 

different parts of the image. Thus, we further include dominant sub-image colors to reflect the 

distribution in different parts of an image. First, we convert an image from RGB to HSV color 

space since it’s close to human perceptions. In order to reduce the number of distinct colors for 

efficient processing, we perform color quantization as follows. By dividing Hue and 

Saturation components into 13 and 8 levels, respectively, and removing 12 redundant colors 

for the most saturated of all hues, we obtain 92 colors in HSV space. After further clustering 

these colors into 7 categories by visual perceptions, we obtain: red, orange, yellow, green, blue, 

purple, and white, as shown in Fig. 4.  
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Fig. 4. Quantization of 92 colors into 7 categories in HSV color space 

 

Then, we obtain the color histogram of the image and calculate the color ratio in each category. 

The color ratio cri(I) means the percentage of pixels in image I that belongs to category ci 

rounded to integers. Although the sum of all color ratios might not be 100%, the performance 

will not be affected since we use the same method in feature extraction and retrieval. Finally, 

we divide each image into 6 sub-images bi, and identify the dominant color dci(I) in sub-image 

bi of the image I. 

Since we do not consider the Value component in HSV color space, black and white colors 

will be grouped into the same category “white”. Thus, we will evaluate the performance with 

and without “white” color ratio features in our experiments. Table 1 shows the color ratios and 

dominant sub-image color features for the example image Lena. 

 
Table 1. Color ratios and dominant sub-image colors for the example image Lena 

 

Color Color Ratio (%) Block# Dominant Color 

Red 93 b1 Red 

Orange 3 b2 Red 

Yellow 0 b3 Red 

Green 0 b4 Red 

Blue 0 b5 Red 

Purple 2 b6 Red 

White 0   

 

Local SIFT Features 

Local features such as SIFT has been successfully utilized in image retrieval that can resist 

common image processing attacks. In this paper, we adopt the original method of SIFT [18] to 

extract the scale-invariant keypoints that might more likely help to identify similar interesting 

components in images. Since the calculation of SIFT features is time-consuming, we only 

calculate SIFT descriptors after verifying the color ratios and sub-image dominant colors. 

Specifically, we obtain the keypoints of an image and record the corresponding descriptors in 

our database. For any given query image, we compare it with each image in the database, and 

obtain the keypoints for similarity estimation. The assumption is that: the more SIFT 
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descriptors extracted and matched between two images, the more likely they might be similar 

in terms of SIFT features. 

3.3 Similarity Estimation and Ranking 

With information on color features and SIFT features, we estimate the similarity between two 

images Q and I as follows. First, based on the overall color distributions in an image, the 

similarity score in color is calculated as a linear combination of the corresponding scores for 

color ratios and dominant sub-image colors as follows: 
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where  is the weight between the two scores CRi and DCi, which are the similarity scores for 

the color ratio of category ci and the dominant color of sub-image bi, respectively, as follows: 
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where  is the threshold for determining if two color ratios are regarded as similar. Generally, 

if two images have more color categories within similar percentages, and more sub-image 

blocks with the same dominant color, they are more likely to be similar. After this preliminary 

filtering by global color features, we can filter out those images that are very dissimilar to the 

query image. Then, only for images that have higher ranks in color scores, we further calculate 

their SIFT scores as follows: 
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where SIFT(I,I) is the number of SIFT descriptors extracted from I, and SIFT(Q,I) is the 

number of extracted SIFT descriptors matched between Q and I, and  is the threshold for 

determining if they are similar. Since we utilize the approximate nearest-neighbor search for 

feature matching, the more SIFT descriptors matched between images, the more likely they 

are similar. We further combine the two types of scores in a simple linear combination as 

follows: 

 

),(*)1(),(*),( IQSIQSIQS SIFTcolortotal                                         (7) 

 

Since the number of color categories and the number of sub-image blocks are both 6, the 

maximum color score Scolor(Q,I) will be 6 according to Eq.(3). Thus, to balance the effects of 

color features and SIFT features, we assign a value of 1/6 to  if they are potential similar 

images in terms of SIFT features. Finally, the images are ranked according to the total score, 

and the top-k images are returned. The corresponding tags can then be extracted as needed. We 

will determine the appropriate values of various parameters , , and   in our experiments. 
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3.4 Annotation Extraction 

The annotation extraction process works on wavelet coefficients of an image in a similar way 

to annotation embedding. Given an image, we first convert it from RGB to YCbCr color space, 

and perform single-level DWT. Next, we need to extract the embedded watermark by the 

following algorithm in Fig. 5. 
 

Annotation_Extraction(v’, R) 

 r’ = |v’| mod R 

 if r’>=(R-1)/2 then w’=1 

 else w’=0 

 

Fig. 5. The annotation extraction algorithm 

 

where v’ is an extracted wavelet coefficient, and R is a predefined modulus. Then, since 

images might be subject to possible image attacks or processing, before extracting annotations 

from two-dimensional codes, we have to filter the possible noises in the QR code image. Since 

QR codes are composed of blocks in 3x3 pixels, noises can be easily filtered and corrected by 

checking the dominant pixel in each 3x3 block. Specifically, 3x3 blocks with more than 4 

black pixels are all set to black, otherwise they are all set to white. Finally, we can extract the 

annotation by converting QR codes into texts. An example of annotation extraction process is 

illustrated in Fig. 6. 

 

 
Fig. 6. An example of annotation extraction process 

4. Experiments and Discussions 

To evaluate the performance of our proposed approach, 4,952 JPEG images in the VOC 

Challenge 2007 dataset [2] were used in our experiments. Since the goal of annotation 

watermarking is to embed supplementary information into the image, the major issues include 
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the imperceptibility of watermarks and the correct embedding and extraction of relevant 

semantic information from similar images. First, we checked the effects of various parameters 

on relevant image retrieval in terms of recalls since we want as many relevant images to be 

included, from which more tags could be retrieved. Then, we evaluated the effects of 

annotation watermark embedding on image quality by Peak Signal-to-Noise-Ratio (PSNR). 

Finally, we checked the overall system performance for the percentage of relevant annotations 

that can be successfully retrieved. Since the test images are in JPEG format, the effects of 

JPEG compression will also be evaluated. 

4.1 Threshold   for SIFT Features 

Since the threshold  determines the number of SIFT descriptors matched between two images 

to be considered similar, we first evaluated the distribution of the number of SIFT descriptors 

for relevant and nonrelevant images. First, we randomly selected three images and utilized 

XnView to rotate each image in 90 degrees clockwise and counterclockwise every 10 degrees, 

and scaled in 4 different sizes, respectively. This generated 23 variations for each image 

including 18 rotated and 4 scaled variations. The remaining 4,949 images in the dataset are 

considered nonrelevant, which constitutes a total of 5,018 images in this experiment. The 

percentage of SIFT descriptors for relevant and nonrelevant images are shown in Fig. 7. 
 

 
Fig. 7. The percentage of SIFT descriptors in nonrelevant images and relevant images 

 

As shown in Fig. 7, we can see most relevant images have more than 20% of SIFT descriptors, 

and most nonrelevant images have less than 15% of SIFT descriptors. Thus, we chose the 

threshold  as 20% in distinguishing relevant and nonrelevant images. 

4.2 Effects of White Color Feature 

In our global feature extraction method, the “white” color feature might contain both black and 

white colors since we do not consider the Value component in HSV color space. To compare 

the effects with and without white color feature, we randomly selected 100 images from the 

dataset and rotated in 90 degrees clockwise and counterclockwise, respectively. Thus we 

obtained 1,900 images, each with two versions of features: with and without white color. 

Under the configurations of various parameters of k as 100,  from 0.1-0.9, and  from 1-5, we 

randomly selected 100 images as the query image, and evaluated the performance in terms of 

recall. 
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Fig. 8. The recalls with and without white color feature 

 

As shown in Fig. 8, the recalls without white color feature are significantly better than with 

white color feature in all configurations of threshold values and . The best recall can be 

obtained when =0.6-0.9. This shows the disadvantage of using white in our color features. 

For the remaining experiments, white color features will not be used. 

4.3 Effects of , , and k 

To further verify the effects of , , and k on the performance in terms of average recalls, we 

checked one parameter at one time: the value of  for better recalls, the value of k for better 

efficiency, and the value of  for better effectiveness. First, since  determines if the color 

ratios of two images are considered similar, a large value of  means a loose threshold, while a 

small value represents a strict threshold. Given the value of  from 1-5, we can obtain the 

recall levels as follows. 
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Fig. 9. The recalls for different combinations of k and , at various threshold  

 

As shown in Fig. 9, we observed an inferior performance for either a strict threshold (of 5) or a 

loose threshold (of 1) since the recall will be close to 1.0 only after k>=60 in fewer 

combinations of . Second, the value of k affects the number of images that requires SIFT 

score calculation, and the efficiency will be greatly affected. When k is lower than 40, higher 

threshold  will yield lower recalls. Thus, considering both effectiveness and efficiency, we 

chose  as 2, as shown in Fig. 10. 
 

Fig. 10. The recalls for different combinations of k and  (when =2) 

 

As shown in Fig. 10, recalls generally increase with higher k, in which the best performance 

occurs when =0.6-0.9. But the precision and the efficiency both decrease since the SIFT 

computational cost is too expensive. Thus, we set k as 19, which still gives good recalls when 

=0.7-0.9.  

Finally, considering the overall performance in terms of F-measure, the best performance 

can be obtained when =0.8. This configuration is used for the overall system. 
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4.4 Evaluations on Annotated Image Quality 

Since transparency or imperceptibility is an important aspect for the acceptance of 

watermarked media in digital watermarking [15], we next evaluated the impact of annotation 

watermarks on annotated image quality. To evaluate the degradation in image quality, we 

adopted the well-known Peak Signal-to-Noise Ratio (PSNR) as commonly used in digital 

watermarking as in Eq. (8), 
 

)
255

(log*20 10
MSE

PSNR                                               (8) 

 

where MSE denotes the mean square error as defined in Eq.(9), 
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where I(i,j) is the grey level of pixel (i,j) in the original image, and E(i,j) is the grey level of 

pixel (i,j) in the watermarked image, m and n are the width and height of the image. A higher 

PSNR usually indicates higher similarity between the watermarked image and the original. In 

general, with a PSNR larger than 30dB, it is difficult for human eyes to tell the differences.  

Since the test images are in JPEG format, we further investigated the effects of JPEG 

compression on the annotated image quality. For each of the test images in VOC 2007 dataset, 

we generated four different versions of images in various qualities. In addition to the original 

images, we set the JPEG quality factor parameter in OpenCV package as: 10, 30, 50, and 70. 

The results of the average PSNR for all test images after annotation embedding are shown in 

Table 2. 

 
Table 2. The average PSNR for test images after annotation embedding 

 
JPEG quality 

factor 

PSNR (RGB)  

Average / Stddev 

PSNR (Cr in YCbCr)  

Average / Stddev 

10 44.66dB / 1.12 43.59dB / 0.99 

30 44.49dB / 1.06 43.62dB / 1.00 

50 44.54dB / 1.07 43.63dB / 1.00 

70 44.62dB / 1.06 43.63dB / 0.99 

95 (default) 44.61dB / 1.03 43.69dB / 0.99 

 

Note that the PSNR values are calculated in two different ways: one for the average MSE in 

RGB color space, and the other for the average MSE in Cr channel of YCbCr color space. As 

shown in Table 2, we can see almost no significant difference among the various JPEG quality 

factors. This shows high average PSNR can be obtained for the test images. 

The resulted annotated images for selected images from VOC 2007 and well-known 

example images after annotation embedding are shown in Fig.11. 
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40.34dB 45.12dB 39.67dB 

 

  

39.11dB 44.94dB 43.42dB 

Fig. 11. The PSNR for selected images after annotation embedding 

 

In the case of the well-known example image Lena, our approach obtains a PSNR of 40.34dB. 

This is comparable to the performances of 20-40dB given different capacity levels in a 

previous study [10], and 37.5-42.28dB given different embedding strengths in a recent study 

[13]. This experimental result validates the performance of our proposed approach in 

annotation embedding without degrading the image quality. 

4.5 Evaluations on Relevant Annotation Retrieval 

Finally, we further checked the performance of relevant image annotation retrieval under 

image processing attacks and JPEG compression. Using the configuration as determined in the 

previous experiments, we utilized the same test images in different JPEG quality factors, and 

evaluated the performance in terms of the percentage of annotations that can be successfully 

retrieved (or the success rate). The results are shown in Table 3. 
 

Table 3. The percentage of successfully retrieved annotations in various JPEG quality factors 

 
JPEG quality factor Success Rate 

10 96.57% 

30 97.17% 

50 97.25% 

70 97.31% 

95 (default) 97.33% 

  

As shown in Table 3, the success rates in retrieving annotations under various JPEG quality 

factors are quite high. The degradation in JPEG quality only slightly degrades the success rate. 

This validates the performance of our image retrieval method with global and local features. 

To show the effects of JPEG compression on the QR code recovery, we further applied 

different levels of error correction L, M, Q, and H in QR codes. For each of the test images, we 

checked if the different levels of JPEG compression will affect the successful extraction and 

recovery of annotations in QR codes with various error correction levels. The results are show 
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in Fig. 12. 

 

 

 

 

 

 

 

 

 

 

 

 
 Fig. 12. The performance of QR code recovery rate in various error correction levels and JPEG 

quality factors 

 

As shown in Fig. 12, we can see a better recovery rate when the quality factor decreases. This 

is due to the less details in a lower quality compressed image. When QR codes are embedded 

into the image, there will be less damage to the QR code. As the error correction level 

increases for QR codes, the corresponding recovery rate also increases. But when error 

correction reaches Q and H levels, the improvement becomes limited. And the data size for 

QR code will greatly increase for higher error correction levels. Thus, for a better balance 

between recovery rate and data size, it would be satisfactory to use error correction level M.  

For the QR codes that cannot be successfully recovered, we further analyzed the reasons as 

follows. First, some test images are very dark in most of the pixels. Second, the color 

distribution is biased towards a particular color, in which there are more images with such 

color ratios than k (with the value of 19). Third, black-and-white photos stored in RGB formats 

could be another major sources of errors. The reason is the global color feature extraction for 

these images will be either black or white, which are not distinguishable in our global color 

ratios and sub-image dominant colors. Thus, they will be unable to pass the filtering step.  

Finally, to be practically useful in real systems, we further evaluated the system efficiency 

under various configurations. Among the different modules in the system, the time spent in the 

following modules can be ignored as compared to other modules: modular arithmetic for 

annotation embedding and extraction cost 7.4*10
-5

s and 6.7*10
-5

s, respectively; QR encoding 

and decoding cost 2.7*10
-3

s and 3.3*10
-4

s, repesctively. The remaing results are shown in 

Table 4.  
Table 4. The system efficiency in various configurations 

JPEG quality factor SIFT 
Global 

feature 
DWT IDWT Matching 

10 0.152s 0.0026s 0.131s 0.114s 0.0016s 

30 0.134s 0.0025s 0.131s 0.114s 0.0016s 

50 0.126s 0.0025s 0.130s 0.114s 0.0016s 

70 0.122s 0.0025s 0.130s 0.114s 0.0016s 

95 (default) 0.130s 0.0025s 0.131s 0.114s 0.0016s 

 

As shown in Table 4, the most time consuming parts are SIFT calculation and DWT/IDWT. In 

the indexing phase, both global and local image features are extracted offline. This can greatly 

reduce the searching time. In the searching phase, only the feature extraction and the matching 

time for query image are necessary. This implies an average of about 0.134s per image query 
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in the test collection. This performance is feasible for practical system use. Since we limited 

the number of potential candidates with global color features inlcuding color ratios and 

dominant sub-image colors, the unnecessary processing overhead for SIFT calculations can be 

effectively reduced. The results also show the good performance in effectiveness and 

efficiency. 
From these experimental results, we list several observations and discussions as follows: 

1. SIFT features are effective for CBIR even under image processing attacks such as 

rotations and scaling. 

2. To effectively obtain color ratios, we converted the color space from RGB to HSV and 

clustered colors into 7 categories according to visual perceptions. From our experimental 

results, removing white color features can avoid the confusion between white and black 

in the absence of Value component in HSV color space. 

3. From the experimental results on annotated image quality, the proposed annotation 

embedding algorithm can obtain comparable results for the perceived image quality in 

terms of PSNR. 

4. To balance the effectiveness and efficiency, we tested various settings of parameter 

configurations. With the filtering of color ratios and dominant sub-image colors, the 

system can retrieve a high percentage (more than 96%) of the relevant images and their 

annotations for relevant information retrieval. 

5. JPEG compression ratios only have a limited effect on the retrieval performance. And the 

quality of annotated images is not greatly degraded. This shows that annotation 

watermarking can preserve high image quality (an average PSNR of more than 43.0dB). 
 

In this paper, we focus on the annotations for whole images. Partial regions or objects in an 

image cannot be effectively identified without considering semantic visual features. Since the 

effectiveness of our proposed approach highly depends on SIFT features, the higher 

computational costs can be further reduced with better data structures such as k-d tree. Further 

investigations are needed for larger image datasets. 
 

5. Conclusion 

We have proposed an annotation watermarking system for retrieving relevant tags from 

similar images. Two-dimensional codes and DWT are utilized to embed and extract image 

annotations. We also included global color features such as color ratios and dominant 

sub-image colors as a simple filtering step, and local SIFT features for effectively estimating 

similarity among images. The experimental results showed good performance for retrieving 

similar images and extracting relevant textual information from similar images for users. 
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