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Abstract 
 

Wireless sensors are always deployed in brutal environments, but as we know, the nodes are 

powered only by non-replaceable batteries with limited energy. Sending, receiving and 

transporting information require the supply of energy. The essential problem of wireless 

sensor network (WSN) is to save energy consumption and prolong network lifetime. This 

paper presents a new communication protocol for WSN called Dynamical Threshold Control 

Algorithm with three-parameter Particle Swarm Optimization and Ant Colony Optimization 

based on residual energy (DPA). We first use the state of WSN to partition the region 

adaptively. Moreover, a three-parameter of particle swarm optimization (PSO) algorithm is 

proposed and a new fitness function is obtained. The optimal path among the CHs and Base 

Station (BS) is obtained by the ant colony optimization (ACO) algorithm based on residual 

energy. Dynamical threshold control algorithm (DTCA) is introduced when we re-select the 

CHs. Compared to the results obtained by using APSO, ANT and I-LEACH protocols, our 

DPA protocol tremendously prolongs the lifecycle of network. We observe 48.3%, 43.0%, 

and 24.9% more percentages of rounds respectively performed by DPA over APSO, ANT 

and I-LEACH. 
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1．Introduction 

Wireless Sensor Network (WSN) is composed of a large number of micro sensor nodes, 

which possess the ability of sensing, computing and communicating. The nodes are self-

organized into a network and collaboratively complete the detection task. Without any 

infrastructure, WSNs can easily get the various physical information into the Internet in the 

real world, therefore they have been widely used in many fields, such as national defense and 

military, health care and smart home  [1-3]. Compared with traditional network, sensor 

network is a kind of resource constrained network, which is restricted to the limited 

computing power, storage capacity and energy[4, 5]. The energy consumption of nodes is 

mainly in the communication module, so the design of energy-efficient routing algorithm is 

of highly practical value. The theoretical and practical point of routing algorithm has been 

becoming a focus of research[6].  

Clustering algorithm divides WSN into a logical hierarchy structure, which can effectively 

reduce overhead cost of the route maintenance, strengthen the stability of the network, and 

improve spatial reuse ratio of channel[7, 8]. Therefore, it has a critical value in the 

application system of large scale network. In the clustering algorithm, nodes within the 

cluster and between the clusters form two-tier structure. The LEACH[9] protocol and some 

improved algorithms all adopt sensor nodes cluster-based organization. However, several 

problems still exist in many clustering protocols. The first defect is the uncertainty of the 

number of Cluster Head (CH) [10-12]. As the number of cluster head is random, the 

condition with less number of CH will cause a lot of pressure to the cluster heads. The 

second defect is the uncertainty of the position and energy of CH. When selecting the cluster 

head, the protocol does not weigh the relationship between the residual energy of CH, the 

relationship between the position of the CH and the ordinary nodes. It may not consider the 

distance between CH and base station. These problems drastically reduce the longevity and 

also shorten the network lifecycle. Thirdly, CHs can communicate with the BS directly. 

When the CH is far from the base station, the process of sending information to the BS 

consumes large energy. The main contributions of this paper are as follows: 

(1) In view of the uncertainty of the number of CH, we adaptively partition the region of 

the network according to the network states which are related to the number of live 

nodes and node energy. Combined with selecting the optimal number of CH[13], we 

reduce the number of dynamic region with the decrease in the number of live nodes and 

node energy. The number of CHs also makes dynamic adjustment correspondingly.  

(2) Aiming at the uncertainty of the position and the energy of CH, we take full account of 

the relationship in position between the CHs and ordinary nodes. Meanwhile, we 

consider the relationship in position between the CHs and BS, and regard the residual 

energy of CHs as another important parameter, so as to choose the optimal CH at a 

different phase. As these contexts are adequately considered, this paper uses PSO[14] to 

propose the fitness function based on three parameters.  

(3) We take advantage of the ACO algorithm[15] to acquire the optimum route. We 

introduce residual energy factor into planning path and adopt multi-hop as the 

communication mode. When it comes to selecting CHs again, we put forward a 

dynamical threshold control algorithm based on the weight of residual energy of 
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different CHs. Provided that one CH reaches the threshold, the whole network re-select 

CH. 

The results show that, DPA tremendously prolongs the lifecycle of network and keeps a 

balance of load. The rest of this paper is organized as follows. Section 2 briefly summarizes 

the related work. Section 3 describes the application scenarios, the system network model 

and radio energy model. Section 4 presents our DPA protocol. Section 5 is the experimental 

simulation results and analysis. Section 6 concludes our work. 

2．Related Work 

Among the clustering routing protocols,  LEACH[9] is one of the most popular 

hierarchical routing protocols for wireless sensor networks. In LEACH the thought of 

‘round’ is proposed, which is composed of two parts, namely, the cluster formation process 

and stable data transmission process. In the literature, various modifications have been made 

to the LEACH protocol, which from LEACH family, such as  LEACH-C[13], I-LEACH[16], 

LEACH-FL[17], W-LEACH[18], T-LEACH[19], etc. 

In addition, as a new evolutionary computation technology, swarm intelligence theories 

are gradually being used as research methods in the field of wireless sensor networks, 

including the ant colony optimization algorithm and the particle swarm optimization 

algorithm. 

Most of the swarm intelligence routing algorithms inspired by ant behaviors have been 

developed in the context of the framework of ACO.  EEABR[20], based on a ACO 

metaheuristic, has introduced the energy level of nodes and transmission distance into ACO 

pheromone increment formula which made ACO adapt better to routing protocol in WSN. 

ABEBR[21] has designed a new pheromone update operator to integrate energy 

consumption and hops into routing choice. ANT[22] put ant colony algorithm in existing 

LEACH protocols. The node with maximum energy and higher probability than the preset 

value becomes the cluster head. The results show that the network lifetime can be improved. 

Yan et al. [23] has proposed a new pheromone update formula to decrease the pheromone 

concentration on the traversed edges so that the ants encourage subsequent ants to choose 

other edges. The protocol has successfully reduced energy consumption in WSNs routing 

process. In[24], an uneven clustering routing algorithm for Wireless Sensor Networks based 

on ant colony optimization is proposed. This method reduces the burden of cluster heads. In 

IC-ACO[25], ant colony optimization is applied within the cluster to transmit the data 

packets from the source node to the sink in densely deployed network. An effort has been 

made to minimize the redundant data transmission.  

Particle Swarm Optimization (PSO) is a swarm intelligence based metaheuristic algorithm 

which takes its inspiration from the cooperation and communications of a swarm of birds. 

Here we discuss some PSO-based protocols. PSO-C[26] introduces the PSO algorithm into 

CH selection. Cai et al. [27] has introduced a novel clustering routing algorithm based on 

adaptive particle swarm optimization(APSO). It selects the high-energy nodes as CHs and 

makes the position evenly. It uses the new designed nonlinear weights to make the PSO 

become adaptive and better convergent. Soleimanzadeh  et al. [28] has proposed three 

dynamic PSO-based deployment algorithms. The implementation of multi-hop routing 

among the cluster heads to further improve energy efficiency should be included. In PSO-

WSN[29], the fitness function is modified which reflects the distance from the surrounding 

neighbors and the energy distribution. The PSO-WSN has better training performance, better 

convergence behavior. ENPC-NPSO[30] first runs ENPC-NPSO algorithm in the candidate 
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CHs to select the CHs. When the maximum number of iterations is reached, it will select out 

certain CHs as the best solution. The fitness function has considered the residual energy of 

the node and the average distance between the CH and its member nodes. Rathee et al. [31] 

have combined the PSO technique with DDEEC protocol[32] and has optimized the 

selection of cluster-heads via using fitness function of the PSO algorithm for maximum life-

cycle. The sink and source nodes communicate with each other and maintain the routing with 

enough residual energy so that the clustered structure may claim for maximum lifetime.  

In addition, ABC[33] is another kind of the swarm-based artificial intelligence protocol. 

Babu et al.[34], Ajayan et al.[35] and Thenral et al.[36] have proposed the modified 

algorithms of ABC.  Artificial bee colony algorithm has a good performance in selection of 

CHs.  Artificial bee colony algorithm and the particle swarm optimization algorithm have 

many common characteristics. However, the artificial bee colony algorithm needs three kinds 

of roles to search the best CH, which may increase the consumption of memory and energy. 

That is also one of the motivations of choosing the PSO algorithm in this paper.  

Corresponding to the research work of the related field, our experiment establishes the 

following model system. 

3. System Model 

In this paper, we adopt a simple model as used in [9]. Let
TxE and

RxE respectively 

represent the energy needed to send and receive the information.  

 

2
elec free

Tx 4
elec multi-path

mE + mε d
E (m,d) =

mE + mε d



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



gate

gate

d d

d d
                                       (1) 

                            Rx elecE (m) = mE                                                                (2) 

Where
elecE denotes the energy spent to activate the baseband circuits to transmit or receive 1 

bit and 
free multi-pathε ,ε separately denotes the required energy to run the RF module to transmit 

1 bit in free space and multi-path space. 
gated

 
is the threshold of the distance and d is the 

distance between the transmitter and the receiver. m denotes the bits to be transmitted. From 

Eq.(1), we can derive gated as 

free
gate

multi-path

ε
d =

ε
  (3) 

Nodes utilize power control capability to control the transmit power according to the 

distance. If the distance is less than the threshold, we use the free space channel model. 

Otherwise, we adopt the multipath fading channel model. The communication energy 

parameters are set as: 

elecE = 50nJ / bit  ,
2

free ε =10pJ / bit / m  ,
4

multi-pathε = 0.0013pJ / bit / m . The energy for 

data aggregation is set as
DAE = 5nJ / bit / signal . Therefore, the energy dissipated in the 

CH node during a single frame is 

   CH Rx DA TxE = E + E m + E                 (4) 
 

Based on the establishment of the system model, we will determine the dynamic optimal 

partition and the selection of the optimal cluster head in each partition.  
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4.The proposed DPA protocol 

In this section, we present a new communication protocol for WSN called dynamical 

threshold control algorithm with three-parameter particle swarm optimization and ant colony 

optimization based on residual energy (DPA). We first use the state of WSN to partition the 

region adaptively. Moreover, a three-parameter of particle swarm optimization (PSO) 

algorithm is proposed and a new fitness function is obtained. The optimal path among the 

CHs and Base Station (BS) is obtained by the ant colony optimization (ACO) algorithm 

based on residual energy. Dynamical threshold control algorithm (DTCA) is introduced 

when we re-select the CHs. 

4.1 Determine the optimal number of partitions 

4.1.1 The influence of node number on the partition  

100 random nodes of uniform energy are deployed in an area of 100m*100m, with the 

distance from the sensor nodes to the BS more than 75m but less than 185m. The results of 

the simulation show that the best number of CHs is 5[13]. The optimum number of clusters 

is: 

free
opt 2

multi-path toBS

εN M
k =

ε d2π
  (5) 

 

Where N is the number of nodes, M is the length of the side of the square, 

freeε and multi-pathε are parameters of the emission amplifier model, and 
toBSd  is the distance 

between the CH and BS. For our experiments, N=100, M=100m. 

In the experiment, we set the initial partition number as 5. During the running process of 

the system, the number of alive nodes will gradually become less and less, but the other 

parameters are not changed in Eq.(5). That is the reason why we consider the influence of N 

on 
optk  in this paper. 

opt

opt

k N

k N

 
   (6) 

 

Where optk and N are on behalf of the latest number of clusters and the number of nodes. 

Therefore, when the number of nodes N is equal to 81 and 81 / 100 0.9 , 
optk is set to 

4.5(we use the integer value 4). So the partition number will be reduced to 4. Similarly, when 

the number of survival nodes is less than 49, 25 or 9, the number of partitions is reduced to 3, 

2 and 1 correspondingly. 

4.1.2 The influence of residual energy of inner-cluster nodes on the partition  

In this experiment, after the partition number is determined and each interval is fixed, we 

may still encounter the problem that the residual energy of all nodes are less than what it 

needs to become a cluster head. The minimum cluster head energy ( min_clusterE ) equals to the 

energy ( one_roundE ) for system running one round plus the energy for broadcasting two 
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advertisement messages. One advertisement message for re-selecting CHs (
select_cluster_headE ) 

and the other one for re-partitioning (
divide_clusterE ).  

min_cluster one_round select_cluster_head divide_clusterE = E + E + E                              (7) 
 

In our algorithms, when one CH (eg. its number is t) reaches its dynamical threshold, it 

will send a packet to all of the CHs, run three-parameter PSO algorithm on them to continue 

the process of CH reselection. The energy 
select_cluster_headE  equals to the dissipation of the 

broadcasting this message to all CHs. After the reselection of CHs, if the new CHs are the 

same with the original one, which means show that no nodes are more appropriate to be the 

CHs. Then the CH (its number is t) sends a packet to all of the nodes, making them continue 

the process of re-partition. The energy 
divide_clusterE  is equal to the dissipation of the 

broadcasting this message to all nodes. As a result, we will choose the node which has the 

energy larger than 
min_clusterE  to be the CH. 

4.2 Generation of Cluster Head 

4.2.1    PSO algorithm based on Two-dimensional discrete space  

When the PSO algorithm is applied to the sensor network nodes in cluster head selection, 

the location information of each node includes information of X axis denoted as
idx and Y 

axis denoted as
idy . The speed information of each node includes X axis speed

1k

xidV and Y 

axis speed
1k

yidV . Then, the update equation of velocity and position of the nodes are shown 

as follows. 

                 
 1

1 2 ( )         k k k k k k k k

xid xid id xid gd xidV WV c rand P X c Rand P X
          

 (8) 

  1

1 2 ( )         k k k k k k k k

yid yid id yid gd yidV WV c rand P X c Rand P X
            

 (9) 

 
k+1 k k+1

xid xid xidX = X + V
                                              

 (10) 

 
k+1 k k+1

yid yid yidX = X + V
                                              

 (11) 

Table 1. Definitions of some notations 

 

k The number of iteration. 

k

idP  The best individual position of node i found in D dimension space after k 

iterations. 

k

gdP  
The best position found from the niching it belongs after k iterations. 

1c , 2c  Acceleration coefficient. 

Rand, rand A random number between 0 and 1. 

W The weight coefficient, which determines the influence of the previous 

velocity on the current velocity. The larger W can strengthen the global search 

ability of PSO, while the smaller W can strengthen the local search ability. 
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As the distribution of nodes in wireless sensor networks is discrete, the coordinate of the 

positions calculated by Eq. (10) and Eq. (11) cannot be matched to the sensor nodes. 

Particles need to be mapped to the nodes that have the closest position.  

4.2.2 Fitness function of PSO based on three parameters 

When we begin to redefine fitness function, we take full account of the relationship 

between the position of the CHs and ordinary nodes. Meanwhile, we also consider the 

relationship between the position of the CHs and BS, and regard the residual energy of CHs 

as another important index. When the energy of the nodes is the same, only the locations of 

nodes make an impact on the fitness function. When the energy distribution of the nodes is 

inconsistent, the residual energy of nodes may have a greater effect while the influence of the 

position is decreasing. 

Firstly, we define the fitness function 
fitP (i) for node i based on the above considerations. 

 

     1 2 3( )     fitP i f i f i f i                         (12) 

  1

1

(j)

(i) /





k

res

j

res

E

f i E
k

        (13) 

 2

1

1
(j) / (i)



 
  

 


k

BS BS

j

f i d d
k

  (14) 

  

 
 

3

1 1, 1

1 1
(j,h) / (i, j)

1    

   
     

     
  

k k k

j h h j j

f i d d
k k k

                 (15) 

 

Table 2. Definitions of some parameters 

 ,   ,   The evaluation factor weight coefficient.. 

k The number of nodes in the partition which node i belongs to. 

(i)resE  The residual energy of the node i. 

(i)BSd  The distance between the node i and the BS. 

 ,d j h  The distance between the node j and the node h. 

1f  It demonstrates the importance of the residual energy of nodes, which is the ratio of 

residual energy of node i and the average energy of its region. 

2f  It reflects the importance of the distance between the node and the BS. 

3f  It reflects the close relation between the CH node and non-CH nodes in the region. 

 

We make 1     . During the initialization phase, , ,    equals to 1/3. However, 

as the program goes on, the node energy decreases thereby showing that the residual energy 

is becoming more crucial during the CH selection process. So we define the , ,    as: 
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1

( )3 3

2 2

 

  res

ini

E i

E

  (16) 

1
1

( )3 3

2 2

   

  res

ini

E i

E

  (17) 

The coefficient of 
1f  varies from 1/3 to 2/3, which increases the weight of residual energy 

and decreases the weight of other factors during the CH selection process. By this evolution, 

we drastically prolong the time of the first node death, as the remaining energy has greater 

weight.  

The following equation is the fitness function with three parameters we defined finally:  

 

1 2 3

1 1 1 1
( ) ( ) 1 ( ) ( )

( ) ( )3 3 3 3 2 2

2 2 2 2

 
 

 
         
       
 

fit
res res

ini ini

P i f i f i f i
E i E i

E E

       (18) 

 

In the initial stage of system, the position and the partition of each node are known to us. 

In each area, base station randomly selects a node as the candidate cluster, which contains all 

the node locations and remaining energy information of the region. The candidate cluster 

head runs three-parameter PSO algorithm to select the CH.  

The candidate cluster uses the three-parameter PSO algorithm to select the best cluster 

head for each partition and utilizes the CSMA protocol of MAC layer to broadcast an 

advertisement. The message is a short message containing the ID of node, the position of the 

CH, and the region number of cluster nodes. Each CH node will know the position 

information and the ID of the other CH nodes. Non-CH nodes will match their region 

number and region number of CH nodes. Therefore, non-CH nodes will know their own 

interval cluster head ID and position information. In order to reduce the communication 

interference, the CH nodes distribute the slot to the member nodes within the region based 

on TDMA mode. 

4.3 Optimal Route between the CHs and BS  

Assuming that each node has uniform initial energy, as the ant goes through the node, the 

node will consume some energy. With the simulation on energy consumption of the node 

sending and receiving information in WSN, we can figure out statistics on node energy 

consumption. In addition to the pheromone, we regard the residual energy as another 

significant factor on routing, which leads to the ants changing the algorithm adaptively to 

choose the path. Here is the path probability judgment rule. As the rule of the ants choosing 

the next node, it depends on probability: 
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k

α β

k
kα β

k

μ J (t)

k
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
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(19) 

 

(t,q)
k

p shows the probability which can be worked out by ant k choosing to move from node 

t to node q. η  is the reciprocal of the distance between node t and node q. 
k

J (t) is the node 

set that has not been visited yet.   is the key degree of the pheromone.   is the constant 

value which is equal to 2 and it also represents the energy consumption of seeking path and 

the relative importance of pheromone. 
kθ  is the calculation factor depending on the 

pheromone of ant k and the residual energy of the next node: 

 

k

k
k k

v J (t)

τ (t,q) W(q)
θ = ,q J (t)

W(v)






  (20) 

 

where
k

 is the pheromone and W(q)  is the residual energy of node q.  

The global pheromone is updated according to the following equation: 

 

   τ(t, p) = (1-ρ) τ t, p + Δτ t,q  k   (21) 

where  

1
(t,q) is the edge passed through

(t,q)

0 others






  



kk
L             (22) 

 

where ρ is the pheromone evaporation coefficient and
kL denotes the consumption of 

completing seeking path.  

4.4 Dynamical Threshold of the CH Re-selection 

The CH nodes need to receive information from all the nodes in their own region, to 

aggregate information, and to perform transmitting information to next node. Thus, these 

processes take a lot of energy consumption. In many sensor network clustering protocols, 

they re-elect the cluster head each round. After the selection of cluster head, CHs broadcast 

an advertisement message so as to inform all the nodes their identities can be taken as CH. 

Then non-CH nodes send join packet to the CH node, and CH node sends acknowledgment 

packets as well as the TDMA table to the non-CH nodes. There is no doubt that this process 

requires a lot of energy consumption. Furthermore, CHs will die easily because of the large 

energy consumption, in other words, it also shortens the lifetime of network. When we 

design the CH reselection mechanism, we take full account of the residual energy of CHs in 
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the whole network. Dynamical threshold is based on the weight of the residual energy, in 

order to achieve the equalization between the nodes energy. 

 

 
Algorithm 1: Dynamic Threshold Control Algorithm 

Assume: It has k CH nodes in this round. 

Step1: Input the residual energy of CH nodes 
res1 reskE ...E  

Step2: Record the value of the minimum energy minE  

Step3: Sum the values after the square of the ratios 

2 2

res1 resk

min min

E E
+...+

E E

   
   
   

 

Step4: Calculate the threshold  

2 2

res resi

1min min

E E
/

E E

   
   
   


k

i

 for each CH node. 

Step5: Each CH node will transmit the message to the base station. 

Step6: Calculate its own energy consumption and judge whether it has reached the 

threshold or not. If one CH reaches the threshold, it will send a packet to all of the 

CH nodes, and make them run three-parameter PSO algorithm to execute CH 

reselection. After the CH re-election, the procedure turns to step 1 for the next 

round of transmission. Otherwise, the original CH nodes still transmit the 

message to the base station for the next round. 
 

The calculation equation of threshold shows as follows: 

 
2

res

min

2

res

j=1 min

E (i)

E
T(i) =

E (j)

E

 
 
 

 
 
 


k

         (23) 

 

where 
minE represents the minimum residual energy of all CHs and k is the number of CHs. 

The weight of nodes with more energy has been amplified after taking the square ratio. The 

resulting threshold will be greater than the first power so as to be the CH for longer time. 

And the node whose residual energy is relatively small is allowed to send less information. 

After the process, it balances the energy of nodes in the network and prolongs the lifecycle 

of nodes.  

When one CH reaches the threshold, it will send a packet to all of the CHs, making them 

run three-parameter PSO algorithm to carry out CH reselection.  

We have described the optimal partition, the selection of cluster head, the communication 

between the CH and BS, and the dynamical threshold of CH reselection. Next we will carry 

on to the algorithm simulation. 
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5. Simulation Results and Analysis  

MATLAB software tool is used for simulating different routing protocols. 100 random 

nodes of uniform energy are deployed in an area of 100m*100m, with base station at 50,175. 

The simulation parameters are given in Table 3. 

 
Table 3. The fundamental simulation parameters 

 

                        

 

Description   Parameters        values 

The sensing area Network coverage  (0,0)~(100,100) m 

Data packet l 4000bits 

Control packet lc 200bits 

The initial node energy initialE   0.5J 

Energy consumed in the electronics 

circuit to transmit or receive the 

signal 
elecE  50nJ / bit   

Energy consumed by the amplifier 

to transmit at a short distance free
ε   210pJ / bit / m   

Energy consumed by the amplifier 

to transmit at a longer distance 
multi - path
ε  40.0013pJ / bit / m   

Data aggregation energy 
DAE  5nJ / bit / signal   

 

 

When using the three-parameter PSO algorithm to select the CH, the simulation 

parameters are given in Table 4. 

 
Table 4. Three-parameter PSO algorithm parameters 

 
Parameters values 

acceleration coefficients 21,CC  2 

weight coefficient W 0.4~0.9 

initial velocity yx V,V  2 

maximum number of iterations 50 

 

 

When utilizing the ACO algorithm based on residual energy to select the optimal route, 

the simulation parameters are given in  

Table 5. 
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Table 5. ACO algorithm based on residual energy parameters 

 
Parameters values 

the important degree of the pheromone  1.5 

The important degree of the heuristic factor   2 

Pheromone evaporation factor   0.1 

the maximum number of iterations 50 

 

 

In this paper, in order to simplify the scenario, we assume that each partition has an equal 

area. With the increase of number of rounds, the table below explains the partition numbers 

continuing to become lower. 

5.1 Changes of Partition Number 

Table 6 shows the course of the experiment. As shown in Fig. A in Table 6, our network is 

divided into five areas in the first stage. The residual energy of each node in the top range of 

Fig. A is minimal. The partition number is adaptively reduced to 4 as shown in Fig. B. Table 

6. Other circumstances are similar to this process. With the reduction in the residual energy 

of nodes and the number of survival nodes, the sensor network reduces partition number 

adaptively.    A B C D E . The process A is the primitive stage, which shows that 

the 5 partitions all have nodes to be elected as cluster head (the energy of the node is 

sufficient). As the experiment proceeds and the residual energy of all nodes in a partition is 

less than min_ clusterE , no node can be competent for the cluster head node. The partition 

number will be reduced to 4, as shown in Table 6 Fig. B. The situation of C, D and E are 

similar to Fig. B. 

 

Table 6. Changes of partition number 

No Partition Residual Energy Distribution Description 
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The initial 
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residual energy 

of each node in 

the top range of 

Fig. A is 

minimal. The 
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Stage three: 

The residual 

energy of each 

node in the top 

range of Fig. B 

is minimal. The 

partition 

number is 

adaptively 

reduced to 3. 

D 

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

 x  [m] 

 y
  
[m

] 


  1

  4

  5

  8
  9

 11

 12

 15

 16

 18

 19

 20

 21  24

 27

 28
 29

 30

 31
 32

 37

 38

 39

 40

 41

 42

 43

 44

 47

 48  49

 50

 52

 53

 54

 55

 58

 61

 62

 63

 64

 66

 67

 70

 71

 73

 77
 78

 83

 85
 87

 89

 91

 93

 97

 98

 99

100

 
0 20 40 60 80 100

0

10

20

30

40

50

60

70

80

90

100

x

y


 

 

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 

Stage four: The 

residual energy 
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the upper left 
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reduced to 2. 
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Stage five: The 

residual energy 

of each node in 

the right range 

of Fig. D is 

minimal. The 

partition 

number is 

adaptively 

reduced to 1. 
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5.2  The Results of network partitioning 
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  a. Results of network partitioning by DPA        b. Results of network partitioning by I-LEACH 
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c. Results of network partitioning by APSO d. Results of network partitioning by ANT 

 

Fig. 1. Results of network partitioning by four protocols 

 

Table 7.  The number of nodes in each Cluster 

 Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 Cluster6 Cluster7 Cluster8 

DPA 19 23 20 22 16    

I-LEACH 22 19 28 13 18    

ANT 42 10 16 9 6 10 7  

APSO 7 21 13 11 21 2 7 18 

 

 

Fig. 1 (a) to (d) and  

 

Table 7 show the results of CHs selection and clustering in a 100-node random test 

network. As can be seen from the figures and the table, the DPA can draw good CHs 

selection, and cluster head nodes have balanced load, where cluster heads are evenly 

positioned across the network and located at the center of each cluster. Each cluster head 
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nearly has the same number of non-cluster head nodes. From another point of view, APSO 

and ANT, produce an uneven distribution of cluster heads throughout the sensor field. This is 

because a stochastic cluster head selection in ANT will not automatically lead to a good 

network portioning in which a cluster head may still be located near the edges of the cluster 

in a network. Though APSO has made efforts to make the cluster head nodes position better, 

there are still some problems which need to be considered further. Despite that I-LEACH 

chooses the cluster node in each partition. I-LEACH only considers the node which has the 

maximal residual energy but never considers the positions of cluster head nodes. As a 

contrast, DPA has done better in the above considerations. Our protocol produces better 

cluster head node selection with minimum intra-cluster distance and reasonable distance 

between the cluster head and BS. Thus, the energy consumed by all nodes for 

communication can be reduced since the distances between non-cluster head nodes and their 

cluster heads are decreased. 
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a.Fitness value distribution b. The CH nodes location distribution 

 
Fig. 2. Fitness value distribution and the CH nodes location 

 

Fig. 2 shows the corresponding relationship between the results of the fitness values and 

the location distribution of the CH nodes. Next, CH nodes will run the following algorithm 

to get the optimal path between CH nodes and BS. 

 

5.3 The trajectory between CH nodes and BS 

In this section, we show the trajectory calculated by ACO algorithm as the partition 

number drops from five to one. As the ants traverse each node in the process of feeding, the 

CH nodes and BS are connected with each other forming into a ring. The CH nodes send 

information to the BS through the optimal path. The sensor nodes can act as end nodes to 

generate or receive data, and they can also act as a router to forward other packets. As the 

distance between the nodes and BS is relatively far, using multi-hop way to send information 

to the BS is conducive to reduce the consumption of energy. 
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a. The trajectory of five partitions. b. The trajectory of four partitions. c. The trajectory of three partitions. 

d. The trajectory of two partitions. e. The trajectory of one partition. 

Fig. 3. The trajectory between CH nodes and BS 

5.4 Result of Dynamical Threshold Control Algorithm 

Fig. 4 shows two cases of the residual energy’s variance with constant threshold and 

dynamical threshold. With the constant threshold, the threshold of every node is the same, 

which is equal to the reciprocal of the CH number. Due to the dynamical threshold is set by 

the weight of the node's energy, so with decreasing of the overall variance, the property of 

balance is improved in the overall.  
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Fig. 4. The variance of residual energy 
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5.5 The Network Performance Evaluation 

In this experiment, the number of data packets transmitted to the BS is not limited. We 

compare  APSO[27], ANT[22], I-LEACH[16] with our DPA. Fig. 5 shows the relationship 

between the number of living nodes and the time. We record the number of alive nodes in 

every round. When the node is powered off, we will remove it from the network and it 

cannot send or receive information. Network lifetime is a key index to measure whether the 

energy consumption of the network is balanced or not. The longer length of the network 

lifecycle presents the more balanced energy consumption of network, and also proves the 

performance of the routing protocol is better. Otherwise, the network energy consumption is 

unbalanced. As it is clear from Fig. 5, DPA has the longest lifetime. The rounds of DPA are 

respectively higher than the rounds of APSO, ANT and I-LEACH with the over percentage 

of 48.3%, 43.0%, and 24.9%.  
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Fig. 5. The relationship between the number of alive nodes and the round 
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Fig. 6. The relationship between the death node proportion and the round 
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Table 8. The relationship between the death proportion and the number of rounds 

 

Fig. 6 shows the comparison of the round with the proportion of dead nodes.  

Table 8 shows the specific value of the round corresponding to each proportion. APSO 

selects the high-energy nodes as CHs and makes the position evenly. APSO uses the new 

designed nonlinear weights to make the PSO adaptive. With regard to APSO, the multi-hop 

routing among the cluster heads which can further improve energy efficiency should be 

implemented. ANT uses the ant colony algorithm to find the best path in the network. 

However, it should take the location of the cluster head into account so as to optimize the 

cluster head selection. As the I-LEACH considers the residual energy in the selection of 

cluster head, the node with much residual energy is more easily to be selected as CH. The 

cluster head nodes are distributed uniformly along the X axis. Therefore, I-LEACH has 

better performance than the previous two protocols. The deficiency of this protocol is the 

single hop way to transmit the data. Our DPA protocol fully considers the weight of the 

residual energy, the tightness between the CH and the non-CH nodes, and the relationship 

between the CH’s position and BS’s position. We also adopt the multi-hop mode to transmit 

the messages. As a result, DPA prolongs the network lifecycle ultimately. 

Fig. 7 (a) shows the relationship between APSO, ANT, I-LEACH and DPA on the amount 

of information that they transmit. The total amount of transmitted information is an 

important aspect to evaluate the quality of the network. In this experiment, the statistics is 

about the number of packets successfully sent to the BS. Assuming that the number of alive 

nodes is 100 and all of the information is successfully transmitted to the BS, the amount of 

messages in this round is 100. The number of messages they send is respectively: 59032, 

64909, 75220, and 91686. We observe 55.6%, 41.3%, and 22% respectively more 

percentages performed by DPA over APSO, ANT and I-LEACH. DPA greatly improves the 

efficiency of energy utilization. Especially in the remote and harsh environment, it has 

created favorable conditions for the sensor network to transmit more data. Fig. 7 (b) 

illustrates the performance in terms of the amount of packets received by BS. Assuming that 

the number of CHs is 5 and all of the information is successfully transmitted to the BS, and 

the amount of packets in this round is 5. With the protocol of ANT and APSO, the number of 

cluster heads is random. The number of clusters varies widely in each simulation. The 

condition with smaller number of CHs causes a lot of pressure to the cluster heads. Therefore, 

this defect severely shortens the lifetime of WSNs. By using the method of DPA, it can 

generate the number of CHs in the best reasonable situation. The tight connection of CH and 

non-CH nodes makes the nodes require less energy to send data to the CH. As there is a 

reasonable distance between the CH and BS, a lot of energy is saved. The CH nodes 

communicate with the BS by using the mode of multi-hop. Thus, DPA shows the obvious 

advantages in energy efficiency, prolonging the life cycle, and sending more data packets. 

 

 

Initial Energy Protocol 1% 25% 55% 100% 

0.5J APSO 479 550 601 673 

0.5J ANT 621 641 648 698 

0.5J I-LEACH 698 733 768 799 

0.5J DPA 864 873 920 998 
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Fig. 7. The comparison of the amount of messages and packets 
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Fig. 8. The relationship between the network’s total residual energy and round 

 

Fig. 8 illustrates the performance of our algorithm comparing to APSO, ANT and I-

LEACH in terms of the total residual energy. As it is clear from Fig. 8, DPA is the most 

energy efficient way. The residual energy curve slope of the APSO protocol is maximum, 

which denotes the maximum energy consumption for each round. On the contrary, the 

residual energy curve slope of the DPA protocol is minimum, which denotes the minimum 

energy consumption for each round.  

6.Conclusions 

This paper proposes a DPA protocol. We firstly use the state of WSNs to partition 

distribution adaptively. Combined with the choice of optimal number of cluster head and the 

different conditions of nodes, the partition changes dynamically. The three-parameter of 

particle swarm optimization (PSO) algorithm is proposed and a new fitness function is 
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obtained. We take full account of the relationship between the position of the CHs and 

ordinary nodes. In addition, we also consider the relationship between the position of the 

CHs and BS and regard the residual energy of CHs as another important factor as well. 

Choose the best cluster head in a suitable moment. The optimal path among the CHs and BS 

is obtained by the ant colony optimization (ACO) based on residual energy. Dynamical 

threshold control algorithm (DTCA) is introduced when we select the CHs again. As long as 

one CH reaches the threshold, all of CH nodes will run three-parameter PSO algorithm to 

carry out CH reselection. These results show that it tremendously prolongs the lifecycle of 

network and keeps a balance of load. Meanwhile, it is definitely possible to increase the 

amount of information sent by the sensors as well as improving the equalization of energy 

consumption. 

Acknowledgments 

The authors acknowledge the support provided by the Safety and Emergency Lab of Shangh

ai Advanced Research Institute (SARI) for this study. This project was supported by “The N

ext Generation in Information Technology (IT) for Sensing China” of the Chinese Academy 

of Sciences (XDA06010800).  

References 

[1] M. Kuorilehto, M. Hännikäinen, and T. D. Hämäläinen, “A Survey of Application Distribution in 

Wireless Sensor Networks,” EURASIP Journal on Wireless Communications and Networking, 

vol. 2005, no. 5, pp. 859712, 2005. Article (CrossRef Link) 

[2] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “A survey on sensor networks,” 

Communications magazine, IEEE, vol. 40, no. 8, pp. 102-114, 2002. 

Article (CrossRef Link) 

[3] L. Benini, E. Farella, and C. Guiducci, “Wireless sensor networks: Enabling technology for 

ambient intelligence,” Microelectronics journal, vol. 37, no. 12, pp. 1639-1649, 2006. 

Article (CrossRef Link) 

[4] J. Yick, B. Mukherjee, and D. Ghosal, “Wireless sensor network survey,” Computer networks, 

vol. 52, no. 12, pp. 2292-2330, 2008. Article (CrossRef Link) 

[5] G. Anastasi, M. Conti, M. Di Francesco, and A. Passarella, “Energy conservation in wireless 

sensor networks: A survey,” Ad Hoc Networks, vol. 7, no. 3, pp. 537-568, 2009. 

Article (CrossRef Link) 

[6] K. Pavai, A. Sivagami, and D. Sridharan, "Study of routing protocols in wireless sensor 

networks," pp. 522-525, 2009. Article (CrossRef Link) 

[7] M. M. Afsar, and M.-H. Tayarani-N, “Clustering in sensor networks: A literature survey,” Journal 

of Network and Computer Applications, vol. 46, pp. 198-226, 2014. 

Article (CrossRef Link) 

[8] E. Sun, “A Survey on Clustering Routing Protocols Based on PSO in WSN,” TELKOMNIKA 

Indonesian Journal of Electrical Engineering, vol. 12, no. 7, 2014. Article (CrossRef Link) 

[9] W. R. Heinzelman, A. Chandrakasan, and H. Balakrishnan, "Energy-efficient communication 

protocol for wireless microsensor networks," in Proc. of System Sciences, 2000. Proceedings of 

the 33rd Annual Hawaii International Conference on. p. 10 pp. vol. 2, 2000. 

Article (CrossRef Link) 

[10] H. Gou, and Y. Yoo, "An energy balancing LEACH algorithm for wireless sensor networks," in 

Proc. of Information Technology: New Generations (ITNG), 2010 Seventh International 

Conference on. pp. 822-827, 2010.  Article (CrossRef Link) 

 

 

 

http://dx.doi.org/10.1155/WCN.2005.774
http://dx.doi.org/10.1109/MCOM.2002.1024422
http://dx.doi.org/10.1016/j.mejo.2006.04.021
http://dx.doi.org/10.1016/j.comnet.2008.04.002
http://dx.doi.org/10.1016/j.adhoc.2008.06.003
http://doi.ieeecomputersociety.org/10.1109/ACT.2009.133
http://dx.doi.org/10.1016/j.jnca.2014.09.005
http://www.iaesjournal.com/online/index.php/TELKOMNIKA/article/view/4763
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6709
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6709
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=926982
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5501628


2524                                                                                            Bao et al.: Prolong life-span of WSN using clustering method via 

warm intelligence and dynamical threshold control scheme 

 

[11] V. Katiyar, N. Chand, G. C. Gautam, and A. Kumar, "Improvement in LEACH protocol for large-

scale wireless sensor networks," in Proc. of Emerging Trends in Electrical and Computer 

Technology (ICETECT), 2011 International Conference on, pp. 1070-1075, 2011. 

Article (CrossRef Link) 

[12] M. Bahrepour, N. Meratnia, and P. J. Havinga, “Automatic fire detection: A survey from wireless 

sensor network perspective,” Pervasive Systems Group, University of Twente, 2008. 

Article (CrossRef Link) 

[13] W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan, “An application-specific protocol 

architecture for wireless microsensor networks,” Wireless Communications, IEEE Transactions 

on, vol. 1, no. 4, pp. 660-670, 2002. Article (CrossRef Link) 

[14] R. V. Kulkarni, and G. K. Venayagamoorthy, “Particle swarm optimization in wireless-sensor 

networks: A brief survey,” Systems, Man, and Cybernetics, Part C: Applications and Reviews, 

IEEE Transactions on, vol. 41, no. 2, pp. 262-267, 2011. Article (CrossRef Link) 

[15] B. Chandra Mohan, and R. Baskaran, “A survey: Ant Colony Optimization based recent research 

and implementation on several engineering domain,” Expert Systems with Applications, vol. 39, 

no. 4, pp. 4618-4627, 2012. Article (CrossRef Link) 

[16] N. Kumar, and J. Kaur, "Improved leach protocol for wireless sensor networks," Wireless 

Communications, Networking and Mobile Computing (WiCOM), pp. 1-5, 2011. 

Article (CrossRef Link) 

[17] G. Ran, H. Zhang, and S. Gong, “Improving on LEACH protocol of wireless sensor networks 

using fuzzy logic,” Journal of Information & Computational Science, vol. 7, no. 3, pp. 767-775, 

2010.  Article (CrossRef Link) 

[18] H. M. Abdulsalam, and L. K. Kamel, "W-LEACH: Weighted Low Energy Adaptive Clustering 

Hierarchy aggregation algorithm for data streams in wireless sensor networks," pp. 1-8, 2010.  

Article (CrossRef Link) 

[19] J. Hong, J. Kook, S. Lee, D. Kwon, and S. Yi, “T-LEACH: The method of threshold-based 

cluster head replacement for wireless sensor networks,” Information Systems Frontiers, vol. 11, 

no. 5, pp. 513-521, 2009.  Article (CrossRef Link) 

[20] T. Camilo, C. Carreto, J. S. Silva, and F. Boavida, "An energy-efficient ant-based routing 

algorithm for wireless sensor networks," Ant Colony Optimization and Swarm Intelligence, pp. 

49-59: Springer, 2006. Article (CrossRef Link) 

[21] X. Jiang, and B. Hong, "ACO based energy-balance routing algorithm for WSNs," Advances in 

Swarm Intelligence, pp. 298-305: Springer, 2010.  Article (CrossRef Link) 

[22] T. Agarwal, D. Kumar, and N. R. Prakash, "Prolonging Network Lifetime Using Ant Colony 

Optimization Algorithm on LEACH Protocol for Wireless Sensor Networks," Recent Trends in 

Networks and Communications, pp. 634-641: Springer, 2010.  Article (CrossRef Link) 

[23] J.-F. Yan, Y. Gao, and L. Yang, "Ant colony optimization for wireless sensor networks routing," 

pp. 400-403, 2011.  Article (CrossRef Link) 

[24] J. Du, and L. Wang, "Uneven clustering routing algorithm for Wireless Sensor Networks based 

on ant colony optimization," pp. 67-71, 2011.  Article (CrossRef Link) 

[25] J.-Y. Kim, T. Sharma, B. Kumar, G. Tomar, K. Berry, and W.-H. Lee, “Intercluster Ant Colony 

Optimization Algorithm for Wireless Sensor Network in Dense Environment,” International 

Journal of Distributed Sensor Networks, vol. 2014, 2014. Article (CrossRef Link) 

[26] N. A. Latiff, C. C. Tsimenidis, and B. S. Sharif, "Energy-aware clustering for wireless sensor 

networks using particle swarm optimization," pp. 1-5, 2007.  Article (CrossRef Link) 

[27] J. Cai, and J. Sun, "A Clustering Routing Algorithm Based on Adaptive PSO in WSNs," pp. 1-4, 

2008. Article (CrossRef Link) 

[28] R. Soleimanzadeh, B. J. Farahani, and M. Fathy, “PSO based deployment algorithms in hybrid 

sensor networks,” Int. J. Comput. Sci. Netw. Secur, vol. 10, pp. 167-171, 2010. 

Article (CrossRef Link) 

[29] Z. Xia, and Z. Yulin, "Wireless sensor network path optimization based on particle swarm 

algorithm," pp. 534-537, 2011. Article (CrossRef Link) 

 

http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5753465
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5753465
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5760277
http://doc.utwente.nl/65223/
http://dx.doi.org/10.1109/TWC.2002.804190
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5518452
http://dx.doi.org/10.1016/j.eswa.2011.09.076
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6036127
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6036127
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6040360&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D6040360
http://www.joics.com/publishedpapers/2010_7_3_767_775.pdf
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=5693275&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D5693275
http://dx.doi.org/10.1007/s10796-008-9121-4
http://dx.doi.org/10.1007/11839088_5
http://dx.doi.org/10.1007/978-3-642-13495-1_37
http://link.springer.com/chapter/10.1007/978-3-642-14493-6_64
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6016670&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D6016670
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=5764247&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D5764247
http://www.hindawi.com/journals/ijdsn/2014/457402/abs/
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=4394521&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D4394521
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=4678774&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D4678774
https://www.researchgate.net/profile/Mahmood_Fathy/publication/265657375_PSO_based_Deployment_Algorithms_in_Hybrid_Sensor_Networks/links/55b25ec608ae092e965066a3.pdf
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=5952735&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D5952735


KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 10, NO. 6, June 2016                                        2525 

[30] D. Ma, P. Xu, and J. Ma, "An efficient node partition clustering protocol using Niching Particle 

Swarm Optimization," pp. 644-647, 2013. Article (CrossRef Link) 

[31] A. Rathee, I. Kashyap, and K. Choudhary, “Performance Evaluation of PSO based optimization 

of Distributed Energy-Efficient Clustering (DDEEC) algorithm in heterogeneous WSN,” 

International Journal of Enhanced Research in Science Technology & Engineering, vol. 3, no. 4, 

2014.  Article (CrossRef Link) 

[32] B. Elbhiri, R. Saadane, S. El Fkihi, and D. Aboutajdine, "Developed Distributed Energy-Efficient 

Clustering (DDEEC) for heterogeneous wireless sensor networks," I/V Communications and 

Mobile Network (ISVC), pp. 1-4, 2010.   Article (CrossRef Link) 

[33] D. Karaboga, "An idea based on honey bee swarm for numerical optimization," Technical report-

tr06, Erciyes university, engineering faculty, computer engineering department, 2005. 

[34] N. A. Babu, and R. Kumar, “Load Balancing Clustering in WSN using MABC,” Research 

Journal of Information Technology, vol. 6, no. 4, pp. 389-398, 2014.  Article (CrossRef Link) 

[35] A. R. Ajayan, and S. Balaji, “A modified ABC algorithm and its application to wireless sensor 

network dynamic deployment,” IOSR J. Electron. Commun. Eng, vol. 4, pp. 79-82, 2013. 

Article (CrossRef Link) 

[36] B. Thenral, and K. T. Sikamani, "Proficient routing method that exploits the lifetime of Wireless 

Sensor Networks," in Proc. of Current Trends in Engineering and Technology (ICCTET), 2013 

International Conference on. pp. 231-234, 2013.   Article (CrossRef Link) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6615389&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D6615389
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6615389&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D6615389
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5637455
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5637455
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=5656252&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D5656252
http://dx.doi.org/10.3923/rjit.2014.389.398
http://dx.doi.org/10.9790/2834-0467982
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6671842
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6671842
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6675954&url=http%3A%2F%2Fieeexplore.ieee.org%2Fxpls%2Fabs_all.jsp%3Farnumber%3D6675954


2526                                                                                            Bao et al.: Prolong life-span of WSN using clustering method via 

warm intelligence and dynamical threshold control scheme 

 

 

 

 

 

Kaiyang Bao received his B.E. degree in Automation from Zhejiang University, 

Hangzhou, Zhejiang, P. R. China, in June 2013. He is currently pursuing a master degree 

at Shanghai Advanced Research Institute, Chinese Academy of Sciences. His current 

research interests include optimal routing algorithm in Wireless Sensor Networks and 

over-the-air programming technology for Wireless Sensor Networks. 

 

Xiaoyuan Ma received the B.S. degree in 2010 and M.S. degree in 2014, respectively, 

both from Shanghai Jiao Tong University, Shanghai, P. R. China. He joined the Safety 

and Emergency Laboratory, Shanghai Advanced Research Institute, Chinese Academy 

of Sciences in 2011. His research interests include wireless sensor networks, signal 

processing, embedded system design and its applications. 

 

Jianming Wei is a professor at Shanghai Advanced Research Institute, Chinese 

Academy of Sciences, P. R. China. He majors in sensor networks system and application 

in city public security, emergency rescue, integrated intelligent information system etc. 

 


