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Abstract 
 

As network adaptive streaming technology becomes increasingly common, transport protocol 
also becomes important in guaranteeing the quality of multimedia streaming. At the same time, 
because of the appearance of high-quality video such as Ultra High Definition (UHD), 
preventing buffering as well as preserving high quality while deploying a streaming service 
becomes important. The Internet Engineering Task Force recently published Multipath TCP 
(MPTCP). MPTCP improves the maximum transmission rate by simultaneously transmitting 
data over different paths with multiple TCP subflows. However, MPTCP cannot preserve high 
quality, because the MPTCP subflows slowly increase the transmission rate, and upon 
detecting a packet loss, drastically halve the transmission rate. In this paper, we propose a new 
multipath congestion control scheme for high-quality multimedia streaming. The proposed 
scheme preserves high quality of video by adaptively adjusting the increasing parameter of 
subflows according to the network status. The proposed scheme also increases network 
efficiency by providing load balancing and stability, and by supporting fairness with 
single-flow congestion control schemes. 
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1. Introduction 

While deploying streaming, preventing discontinuity of video playback as well as 
preserving high quality is important for high-quality multimedia streaming that has a high 
bitrate, such as Ultra High Definition (UHD). Meanwhile, network adaptive streaming 
technology to prevent discontinuity of video playback is becoming increasingly common. As 
network adaptive streaming technology changes the quality of video according to the 
transmission rate, transport protocol is an important element that decides the quality of 
streaming service. Increasing the speed of transmission rate determines the length of time until 
streaming reaches the original video quality. The decrease of the transmission rate degrades 
the quality of video. Moreover, recursive increase and the decrease of the transmission rate 
degrades the quality of user experience. Therefore, deploying high-quality multimedia 
streaming requires a transport protocol that can quickly increase the transmission rate, and 
preserve the transmission rate at a high value.  

The Internet Engineering Task Force (IETF) has approved Multipath TCP (MPTCP) as an 
experimental standard for multipath transmission. MPTCP has attracted attention as a means 
of serving high-quality multimedia, as by simultaneously using multiple network interfaces, it 
improves network capacity at a low price [1-3]. MPTCP allows the creation of multiple 
simultaneous TCP subflows between two end hosts, where each subflow performs a 
congestion control function on a path. However, MPTCP is not efficient for a high-quality 
multimedia streaming service, because upon detecting a packet loss, TCP subflows halve the 
congestion window, and as TCP increases the congestion window per RTT at the congestion 
avoidance phase, it takes a long time until the congestion window reaches the maximum [4, 5]. 
Therefore, despite using multiple paths, MPTCP slowly increases the transmission rate. This 
means that when a network adaptive streaming technique is used, users watch low quality 
video until the congestion window reaches the maximum.  

To guarantee a high-quality multimedia streaming service over a multipath environment, a 
new multipath congestion control scheme is required that allows each subflow to quickly 
increase the transmission rate while preventing packet losses. Also, the multipath congestion 
control scheme should basically satisfy the design goals defined in IEEE RFC 6356 to improve 
network efficiency and provide network stability, which are as follows [6]: 

 
Goal 1 (Improve throughput.) A multipath flow should perform at least as well as a single path 
flow would on the best of the paths available to it. 
 
Goal 2 (Do no harm.) A multipath flow should not take up more capacity from any of the 
resources shared by its different paths, than if it were a single flow using only one of these 
paths. This guarantees that it will not unduly harm other flows. 
 
Goal 3 (Balance congestion.) A multipath flow should move as much traffic as possible off its 
most congested paths, subject to meeting the first two goals. 
 

In this paper, we propose a multipath media transport protocol (MPMTP) for high-quality 
multimedia streaming services. MPMTP quickly increases the transmission rate and prevents 
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packet losses by adjusting the increasing parameter of each subflow according to the network 
status. Also, the proposed scheme satisfies the three design goals for a multipath congestion 
control scheme, by adjusting the congestion window of subflows according to the RTT, packet 
loss rate, and congestion window of each subflow.  

2. Background and related works 
multipath TCP is a set of extensions to regular TCP that allows one TCP connection to be 

spread across multiple paths. MPTCP distributes load through the creation of separate 
subflows across potentially disjoint paths. Fig. 1 shows the protocol stacks of TCP and 
MPTCP [3]. 

 

 
Fig. 1. Comparison between TCP and MPTCP protocol stacks 

 
MPTCP can achieve Goal 1 by simply running standard TCP congestion control on each 

subflow. However, this solution is unsatisfactory, because when the paths taken by its 
different subflows share a common bottleneck, it gives the multipath flow an unfair share. 
Also, multipath congestion control has to take on a role that is normally associated with 
routing, namely moving traffic onto paths that avoid congestion hotspots, so that the Internet 
will be better able to accommodate localized surges in traffic, and use all available capacity. 
However, MPTCP cannot shift its traffic, because the congestion control algorithm of each 
subflow operates independently. Thus, MPTCP cannot satisfy design goals 2 and 3 for a 
multipath congestion control scheme. 

Several MPTCP enhancement schemes, such as equal weight transmission control protocol 
(EWTCP), COUPLED, and Linked Increases, have suggested simple extensions of TCP’s 
congestion control to satisfy the three design goals [6-8]. However, these schemes are 
designed to be backward compatible with regular TCP, which slowly increases and fluctuates 
the transmission rate as TCP linearly increases the congestion window, and upon detecting a 
packet loss at the congestion avoidance phase, halves the transmission rate. Thus, it takes quite 
a long time until a sender can serve high-quality multimedia, such as Ultra High Definition 
(UHD) contents; and frequent quality changes occur that degrade user-perceived quality. 
Several MPTCP variants, such as multipath binomial and MPCUBIC, have been proposed to 
quickly increase transmission rates and by extending TCP variants [9-11] to multipath, reduce 
the variation in transmission rates. However, previous MPTCP variants decrease the quality of 
the media streaming service, because of the burst packet losses caused by overshooting of the 
transmission rate. 
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2.1 MPTCP enhancements 
MPTCP just runs a regular TCP congestion control algorithm on each subflow. The 

congestion avoidance algorithm of TCP consists of additive increase behavior when no loss is 
detected, and multiplicative decrease when a loss event is observed, as follows: 
 

𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤(𝑛𝑛 + 1) = 𝑤𝑤(𝑛𝑛) + 𝛼𝛼
𝑤𝑤(𝑛𝑛)

, 

𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤(𝑛𝑛 + 1) = 𝑤𝑤(𝑛𝑛) − 𝛽𝛽𝛽𝛽(𝑛𝑛)                 (1) 
 

 
where, w(n) is the congestion window, α is the increasing parameter, and β is the 

decreasing parameter. However, if MPTCP were to run  regular TCP congestion control at a 
common bottleneck, then the multipath flow would obtain twice as much throughput as the 
single path flow. EWTCP has been proposed to provide fairness with single path flows [3]. It 
provides this by adjusting the increasing parameter according to the number of subflows, as 
follows: 
 

𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤(𝑛𝑛 + 1) = 𝑤𝑤(𝑛𝑛) + 𝛼𝛼
𝑤𝑤(𝑛𝑛)

,  

    𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛)− 𝛽𝛽𝑤𝑤𝑟𝑟(𝑛𝑛)               (2) 
 

 
where, 𝑤𝑤𝑟(𝐼𝐼) is the congestion window on subflow 𝑟𝑟  , and 𝑁 is the number of subflows. 

By choosing 𝛼𝛼 = 1
√𝑁

, the multipath flow gets the same throughput as a regular TCP at the 
bottleneck link [11]. Although EWTCP can be fair to regular TCP traffic, it would not make 
very efficient use of the network, because EWTCP cannot move traffic off the congested path 
to an uncongested path. 

COUPLED has been proposed to provide load balancing while guaranteeing fairness with 
single-path flows [6]. COUPLED moves traffic by adjusting the congestion window based on 
the total congestion window size, 𝑤𝑤𝑇 , as follows: 
 

𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛) + 1
𝑤𝑤𝑇𝑇(𝑛𝑛)

, 

𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛)− 𝛽𝛽𝑤𝑤𝑇𝑇(𝑛𝑛)                (3) 
 

Consider a case where all paths have the same loss rate 𝑝𝑝. Each window 𝑤𝑤𝑟  is made to 
increase on ACKs, and made to decrease on drops; and in equilibrium, the increases and 
decreases must balance out, as follows: 
 

(1 − 𝑝𝑝) 1
𝑤𝑤𝑇𝑇

= 𝑝𝑝 𝑤𝑤𝑇𝑇
2

                         (4) 
 

 
If we approximate 𝑝𝑝 as a small value, we can calculate 𝑤𝑤𝑇  as follows: 
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𝑤𝑤𝑇𝑇 = �2(1−𝑝𝑝)
𝑝𝑝

≅ �2
𝑝𝑝
                         (5) 

 where, �2
𝑝
 is the congestion window of regular TCP in equilibrium. Thus, if the subflows of 

COUPLED share a bottleneck with a single path flow, COUPLED solves the fairness problem 
by reducing 𝑤𝑤𝑇  to regular TCP. 

For the case that the loss rates are not all equal, let 𝑝𝑝𝑟  be the loss rate on path 𝑟𝑟, and let 
𝑝𝑝𝑚𝑖𝑛  be the minimum loss rate seen over all paths. The increase and decrease amounts are the 
same for all paths, but paths with higher 𝑝𝑝𝑟  will see more frequent decreases. Thus, the traffic 
on a congested path will move to an uncongested path, and the loss rate across the whole 
network will tend to balance out. However, COUPLED has shortcomings when the RTTs are 
unequal, because COUPLED only considers the packet loss rate as a sign of congestion. The 

throughput of TCP is �2/𝑝
𝑅𝑇𝑇

. However, if a path has long delay and low drop rates, whereas 
another has short delay and high drop rates, COUPLED moves all traffic to the path that has a 
high drop rate. But in some cases, throughput could degrade as much as the long delay. 

Linked Increase has been proposed to prevent degradation of throughput when paths have 
different RTT and drop rates [7]. Linked Increase increases the congestion window by 𝑎

𝑤𝑇
  and 

decreases by 1
2
 , as follows: 

 
𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛) + 𝑎𝑎𝑟𝑟

𝑤𝑤𝑇𝑇(𝑛𝑛)
, 

𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛)− 𝑤𝑤𝑟𝑟 (𝑛𝑛)
2

                  (6) 

 
𝑎𝑎𝑟  is calculated based on RTT of each path to achieve the design goals of the multipath 
congestion control scheme, as follows: 
 

𝑎𝑎𝑟𝑟 =
𝑤𝑤�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 �

𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅2�𝑟𝑟 ∈ 𝑅𝑅�

�∑ 𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟 �

2                          (7) 

 
where, 𝑤𝑤�𝑟 is the equilibrium congestion window, and 𝑤𝑤�𝑇  is the total congestion window 

in equilibrium on path 𝑟𝑟. 𝑎𝑎𝑟  decreases as the delay on a path increases. Thus, traffic on the 
long delay paths moves to the short delay path. 

MPTCP enhancement schemes have been proposed to support load balancing and fairness 
with single-path flow. However, these TCP-based congestion control schemes slowly increase 
and linearly vary the transmission rate as they increase the congestion window, and halve the 
transmission rate upon detecting a packet loss.  
TCP-based congestion control schemes have difficulty in serving high-quality media 
streaming, even if multiple paths are used 
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2.2 MPTCP variants 
To improve the performance of Additive Increase/Multiplicative Decrease (AIMD), many 

alternatives to the regular TCP congestion control have been proposed such as Binomial 
congestion control, CUBIC, Compound TCP, TCP-FIT and CUBIC-FIT.   

SQuare-RooT (SQRT) and Inverse-Increase/Additive Decrease (IIAD) are two of the 
binomial algorithm. SQRT and IIAD provide smooth throughput compared to regular TCP by 
adjusting the increasing and decreasing parameter of AIMD. CUBIC quickly increases 
congestion window and reduces burst packet losses by adjusting congestion window based on 
cubic function. Compound TCP uses not only packet loss but also delay information to 
increase congestion window. Therefore, Compound TCP can mitigate low link utilization 
problem of delay based congestion control scheme when competing with loss based 
congestion control schemes. TCP-FIT uses N virtual TCP Reno sessions, which can be 
adjusted according to the end-to-end queuing delay to achieve high throughput. CUBIC-FIT 
introduces the idea of delay-based TCP into the TCP CUBIC algorithm framework. 
CUBIC-FIT can improve throughput performance over wireless networks more than plain 
CUBIC and maintain graceful friendliness with widely deployed plain CUBIC servers 
[12-14].  

For the multipath environment, MPTCP variants have been proposed for multimedia 
streaming services. MPTCP variants extend the TCP variants that have been proposed to 
deploy multimedia streaming services on multipath. Multipath binomial algorithms have been 
proposed to mitigate the quality change in multimedia streaming services [9]. The multipath 
binomial is an extended binomial congestion control scheme that adjusts the congestion 
window in a square root (SQRT) or inverse increase additive decrease (IIAD) manner to 
prevent frequent quality changes. We can express the increase and decrease rules of the 
binomial congestion control scheme as follows: 
 

𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤(𝑛𝑛 + 1) = 𝑤𝑤(𝑛𝑛) + 𝛼𝛼
𝑤𝑤𝑘𝑘(𝑛𝑛)

, 𝛼𝛼 > 0 

𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤(𝑛𝑛 + 1) = 𝑤𝑤(𝑛𝑛) − 𝛽𝛽𝑤𝑤𝑙𝑙(𝑛𝑛), 0 < 𝛽𝛽 < 1           (8) 
 

For the SQRT control algorithm, the parameters are set as 𝑘𝑘 = 1
2
, 𝑙𝑙 = 1

2
, 𝛼𝛼 = 1, and 

𝛽𝛽 = 1
2
. For the IIAD control algorithm, the parameters are set as 𝑘𝑘 = 1, 𝑙𝑙 = 0, 𝛼𝛼 = 2, and 

𝛽𝛽 = 1. The basic ideas of SQRT and MPIIAD are increasing the congestion window more 
aggressively and decreasing it more conservatively than AIMD. Multipath SQRT (MPSQRT) 
and multipath IIAD (MPIIAD) extend SQRT and IIAD to multipath. Each subflow of 
MPSQRT and MPIIAD adjusts the congestion window based on the SQRT and MPIIAD, 
respectively, and uses an additional parameter 𝛿𝛿 to provide load balancing and fairness with 
single-path flow, as follows: 
 

𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛) + 𝛿𝛿𝑟𝑟𝛼𝛼𝑟𝑟
𝑤𝑤𝑟𝑟𝑘𝑘(𝑛𝑛)

, 

𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛)− 𝛽𝛽𝑟𝑟𝑤𝑤𝑟𝑟𝑙𝑙(𝑛𝑛)               (9) 
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Fig. 2 shows that MPSQRT and MPIIAD can thus reduce the variation in transmission 
rate. 
 

 
Fig. 2. Comparison of congestion windows of MPTCP, MPSQRT, and MPIIAD 

 
However, MPSQRT and MPIID generate frequent packet losses, because upon a packet loss, 
they decrease the congestion window less than does MPTCP. Table 1 compares the number of  
packet losses between MPTCP, MPSQRT, and MPIIAD. 
 

Table 1.  Comparison of packet losses 
Protocol MPTCP MPSQRT MPIIAD 

Number of packet 
losses 

384 6460 1544 

 
MPCUBIC has been proposed to quickly increase the transmission rate on a multipath [10]. 

MPCUBIC extends the CUBIC, which adjusts the congestion window in a concave and 
convex manner to quickly increase the transmission rate while mitigating burst packet losses. 
The subflows of MPCUBIC use a cubic function to quickly increase the transmission rate, as 
follows: 

 
𝑤𝑤𝑟𝑟(𝑡𝑡) = 𝛿𝛿𝑟𝑟𝐶𝐶(𝑡𝑡𝑟𝑟 − 𝑘𝑘𝑟𝑟)3 +  𝑤𝑤𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚                 (10) 

 
 
where, 𝑤𝑤𝑟𝑚𝑎𝑥  is the congestion window when the latest packet loss occurs, 𝑡𝑡𝑟  is the 

elapsed time from the last packet loss, 𝑘𝑘𝑟  is the time it takes for congestion window to reach 
𝑤𝑤𝑟𝑚𝑎𝑥, 𝐶𝐶 is the cubic parameter, and 𝛿𝛿𝑟 is a parameter to provide fairness with single path 
flows. The subflows of MPCUBIC continue concave growth of the transmission rate until the 
congestion window reaches 𝑤𝑤𝑟𝑚𝑎𝑥, to quickly increase the transmission rate while preventing 
overshooting of the transmission rate. After the congestion window reaches 𝑤𝑤𝑟𝑚𝑎𝑥 , the 
function turns into a convex profile, and convex window growth begins. During convex 
increasing, the transmission rate initially grows slowly, to find the new maximum nearby. 
After a period of slow growth, if it does not find the new maximum, 𝑤𝑤𝑟𝑚𝑎𝑥, then it switches to 
a faster increase under the assumption that 𝑤𝑤𝑟𝑚𝑎𝑥 is further away. Fig. 3 shows the evolution 
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of the congestion window of MPCUBIC when using two paths. The summations of link 
capacity are 10 Mbps, 50 Mbps, and 100 Mbps, respectively. 

 

 
Fig. 3. Comparison of the congestion windows in MPCUBIC according to bandwidth change 

 
MPCUBIC quickly increases the congestion window up to available bandwidth. However, 

deciding 𝑤𝑤𝑟𝑚𝑎𝑥 based on the congestion window when a loss event occurs does not precisely 
reflect the current network congestion status. Also, the convex behavior overshoots the 
transmission rate, and results in burst packet losses. Fig. 4 shows the number of packet losses 
when the total link capacity is 100 Mbps. 
 

 
Fig. 4. Comparison of packet losses according to time change 

 
MPTCP variants extended the single-path TCP variants to multi-path. However, MPTCP 

variants lead to burst packet losses as the transmission rate overshoots and generate frequent 
packet losses. Thus, to guarantee a high-quality multimedia streaming service, we need a new 
multipath congestion control scheme that quickly increases the transmission rate and prevents 
overshooting of the transmission rate, while satisfying the design goals of a multipath 
congestion control scheme. 
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3. Multipath media transport protocol (MPMTP) 
This section presents a new multipath transport protocol for high-quality multimedia 

streaming service. To quickly provide high-quality multimedia while preventing burst packet 
losses, the proposed scheme adjusts the subflow congestion window in a concave, convex, or 
linear manner according to the RTT and packet loss event. The proposed scheme also 
calculates parameters to provide load balancing and fairness with single-path flows. We first 
describe the architecture of the proposed scheme for high-quality multimedia streaming over 
multipath. Then, we describe algorithms for multipath multimedia transport protocol in detail. 

Fig. 5 illustrates the protocol stacks for the multipath multimedia transport protocol. 
MPMTP subflow adjusts the congestion window in a concave-convex-linear manner based on 
RTT and packet loss rate of each path to quickly increase the transmission rate, while 
maintaining a low packet loss rate. MPMTP Controller has three major functions: Connection 
Management, Load Balancing, and Fairness Support. Connection Management initiates an 
MPMTP connection, associates a new subflow with an existing MPMTP, and closes the 
MPMTP connection as MPTCP does. Load Balancing calculates a parameter 𝐵𝐵 to move the 
traffic from a congested path to an uncongested path according to the packet loss rate of each 
path. Fairness Support calculates a parameter 𝛿𝛿 for fair share of the network bandwidth using 
path flows based on the equilibrium of MPMTP subflows, RTT, and packet loss rate. MPMTP 
Controller monitors RTT, packet loss rate, and congestion window of each subflow on every 
ACK for load balancing, and the fairness support. 
 

 
Fig. 5. Protocol stacks for MPMTP 

 

3.1  MPMTP subflow algorithm 
The objective of MPMTP is guaranteeing the quality of a high-quality media streaming 

service while providing network efficiency and stability. The proposed scheme includes a 
congestion control algorithm for subflows and a mechanism to provide load balancing and 
fairness support with single path flows. Our congestion control algorithm for subflows aims to 
quickly transmit high bit rate multimedia and prevent burst packet losses by adjusting the 
congestion window in a concave-convex-linear manner,  as Fig. 6 shows. 
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Fig. 6. Concept of congestion control algorithm for MPMTP subflow 

 
 

In the concave profile, the proposed scheme continues concave growth of the transmission 
rate until the congestion window reaches 𝑤𝑤𝑚𝑎𝑥 , to quickly increase the transmission 
rate. 𝑤𝑤𝑚𝑎𝑥  is the congestion window where the loss event occurred. After the congestion 
window reaches 𝑤𝑤𝑚𝑎𝑥, the proposed scheme switches to a convex profile. During convex 
increasing, the transmission rate initially grows slowly, to find the new maximum nearby; and 
after some time of slow growth, if it does not find a new maximum, 𝑤𝑤𝑚𝑎𝑥, then it guesses that 
the new maximum is further away, so it switches to a faster increase. However, deciding 𝑤𝑤𝑚𝑎𝑥 
based on the congestion window when the loss event occurs does not precisely reflect the 
current network congestion status. Thus, if the available bandwidth decreases below 𝑤𝑤𝑚𝑎𝑥 as 
the network status becomes worse, burst packet losses occur with the overshooting of the 
transmission rate in the concave profile. Meanwhile, if the bandwidth increases above 𝑤𝑤𝑚𝑎𝑥, 
burst packet losses occur with aggressive increase of transmission rate in the convex profile. 

To prevent burst packet losses according to the changes in the network status, if an RTT 
increment is detected, the proposed scheme switches to a linear profile. In the linear profile, 
the congestion window linearly increases, until a packet loss occurs to prevent overshooting of 
the transmission rate. If a packet loss occurs, the proposed scheme decreases the congestion 
window to 𝛽𝛽𝑤𝑤, and sets the 𝑤𝑤𝑚𝑎𝑥 to 𝑤𝑤 

 Fig. 7 shows the operation of the proposed scheme when the network status is unchanged. 
𝑅𝑅𝑇𝑇𝑇𝑇𝑐𝑢𝑟  is the current RTT, and 𝑅𝑅𝑇𝑇𝑇𝑇𝑚𝑖𝑛  is the RTT when the RTT increment is detected. After 
a packet loss occurs, MPMTP subflow continues growth in concave manner to quickly find the 
available bandwidth. In this case, because the network status is unchanged, RTT increases 
before the congestion window reaches 𝑤𝑤𝑚𝑎𝑥. If an increment in RTT is detected, the proposed 
scheme linearly increases the congestion window by gradually decreasing the increasing 
parameter. 
 

Packet Loss

Time 

C
W

N
D

Wmax

RTT Increase

βWmax

Concave 
Profile

Convex 
Profile

Linear 
Profile



 424                                                                                    Lee et al.: A MULTIPATH CONGESTION CONTROL SCHEME FOR 
HIGH-QUALITY MULTIMEDIA STREAMING 

 
Fig. 7. Operation of MPMTP subflow when the bandwidth is unchanged 

 
Fig. 8 shows the operation of the proposed scheme when the bandwidth increases. 𝑤𝑤′𝑚𝑎𝑥 

is the new 𝑤𝑤𝑚𝑎𝑥. The proposed scheme increases the congestion window in a concave manner 
up to 𝑤𝑤𝑚𝑎𝑥. If packet loss does not occur at 𝑤𝑤𝑚𝑎𝑥, the proposed scheme gradually increases 
the increasing parameter to quickly find a new 𝑤𝑤𝑚𝑎𝑥. However, at saturation, this convex 
growth of the congestion window overshoots the transmission rate. To prevent overshooting, 
the proposed scheme gradually decreases the increasing parameter according to the current 
RTT, after the increment in RTT is detected in the convex profile. 

 

 
Fig. 8. Operation of MPMTP subflow when the bandwidth is increased 

 
Fig. 9 shows the operation of the proposed scheme when the bandwidth decreases. In the 

concave profile, the transmission rate aggressively increases at the start of the concave profile 
and increases more slowly as the congestion window gets closer to 𝑤𝑤𝑚𝑎𝑥 . Thus, if the 
bandwidth decreases, the concave increment leads to burst packet losses. The proposed 
scheme can prevent overshooting of the transmission rate at the concave profile if an 
increment in RTT is detected by turning into a linear profile. We express the increase and 
decrease rules of the MPMTP subflow as follows: 
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𝐼𝐼𝐼𝐼𝐼𝐼. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛) + 𝛼𝛼𝑟𝑟
𝑤𝑤𝑟𝑟(𝑛𝑛)

, where 1< 𝛼𝛼𝑟𝑟 < 𝑤𝑤𝑟𝑟(𝑛𝑛), 

𝐷𝐷𝐷𝐷𝐷𝐷. ∶ 𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛)− 𝛽𝛽𝑤𝑤𝑟𝑟(𝑛𝑛), where 0 < 𝛽𝛽 < 1         (11) 
 

  

 
Fig. 9. Operation of MPMTP subflow when the bandwidth is increased 

 
We adjust the increasing parameter, 𝛼𝛼𝑟 , to increase the congestion window in a 

concave-convex-linear manner. Fig. 10 shows that for the concave increase, the proposed 
scheme gradually decreases 𝛼𝛼𝑟  from 𝛼𝛼𝑚𝑎𝑥  to 𝛼𝛼𝑚𝑖𝑛 , as the congestion window increases 
from 𝛽𝛽𝑤𝑤𝑟𝑚𝑎𝑥  to 𝑤𝑤𝑟𝑚𝑎𝑥 . We use 𝑤𝑤𝑟  for 𝛼𝛼𝑚𝑎𝑥  for the exponential increment near 𝛽𝛽𝑤𝑤𝑟𝑚𝑎𝑥 , 
and 1 for 𝛼𝛼𝑚𝑖𝑛 for the linear increment near 𝑤𝑤𝑟𝑚𝑎𝑥.  
 

 
(a) Congestion window                   (b) Increasing parameter 
Fig. 10. Congestion window and increasing parameter in the concave profile. 

 

Fig. 11 shows that for concave growth, we update 𝛼𝛼𝑟  on every ACK. 
 

 
Fig. 11. Congestion window increment in the concave profile 
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𝐿𝐿   is a linear parameter. In the concave and convex profiles, we use 1 for 𝐿𝐿  . 𝐼𝐼  is the concave 
parameter, which we calculate as follows: 

 

𝑐𝑐 = (𝑤𝑤𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 )2−(𝛽𝛽𝑤𝑤𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 )2

𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 −𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚
                      (12) 

 
Fig. 12 shows that for the convex profile, we set the initial value of 𝛼𝛼𝑟  to 1, and increase the 
congestion window on every RTT to achieve the convex window curve.  

 

 
Fig. 12. Congestion window increment in the convex profile 

 
For the linear profile, the proposed scheme adjusts the linear parameter 𝐿𝐿 for a linear 

increase in the congestion window. If 𝑅𝑅𝑇𝑇𝑇𝑇𝑐𝑢𝑟 > 𝑅𝑅𝑇𝑇𝑇𝑇𝑚𝑖𝑛, the proposed scheme switches  to a 
linear profile. Fig. 13 shows that in the linear profile, the proposed scheme gradually decreases 
𝐿𝐿  as 𝑅𝑅𝑇𝑇𝑇𝑇𝑐𝑢𝑟 approaches 𝑅𝑅𝑇𝑇𝑇𝑇𝑚𝑎𝑥. 

 

 
Fig. 13. Change in linear parameter according to the RTT change 

 

Here, 𝐿𝐿𝑚𝑎𝑥 is the maximum 𝐿𝐿, 𝐿𝐿𝑚𝑖𝑛  is the minimum 𝐿𝐿, 𝑅𝑅𝑇𝑇𝑇𝑇𝑟𝑚𝑖𝑛 is the RTT when the RTT 
increment is detected in subflow 𝑟𝑟, and 𝑅𝑅𝑇𝑇𝑇𝑇𝑟𝑚𝑎𝑥 is the RTT when a packet loss occurs in 
subflow  . We use 1 for 𝐿𝐿𝑚𝑎𝑥 to maintain the concave and convex curves in the concave and 
convex profiles. Also, we use 1

𝑤𝑟
 for 𝐿𝐿𝑚𝑎𝑥 . We can calculate 𝐿𝐿 as follows: 

 

𝐿𝐿 = 𝑙𝑙1
𝑙𝑙2+𝑅𝑅𝑅𝑅𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐

                            (13) 

 
We can calculate 𝑙𝑙1 and 𝑙𝑙2 as follows: 
 

1: On Every RTT:
2: IF 
3: THEN 
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𝑙𝑙1 = (𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟−𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 )𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚
𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 −𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚

                     (14) 
 

 

𝑙𝑙2 = (𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 −𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 )𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚
𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 −𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚

                       (15) 
 
 

3.2  Load balancing 
Fig. 14 shows that the proposed scheme moves traffic away from a congested path to an 
uncongested path, according to the packet loss rate of each path, in order to support load 
balancing. 
 

 
Fig. 14. Concept of the proposed load balancing mechanism 

 
where, 𝑝𝑝𝑟  is the packet loss rate on the path  , 𝑝𝑝𝑚𝑎𝑥 is the largest packet loss rate, and 

𝑝𝑝𝑚𝑖𝑛  is the lowest packet loss rate among all paths. We adjust the increment of the congestion 
window by multiplying the load balancing parameter to the increasing rule, as follows: 

 

𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛) + 𝐵𝐵𝑟𝑟(𝑛𝑛)∗𝛼𝛼𝑟𝑟(𝑛𝑛)
𝑤𝑤𝑟𝑟 (𝑛𝑛)

                  (16) 
 

 
Fig. 15. Change in load balancing parameter according to the packet loss rate of each path 
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Fig. 15 shows that we decide 𝐵𝐵𝑟 on the basis of the packet loss rate of the path. 𝐵𝐵𝑚𝑎𝑥 is the 
maximum  , 𝐵𝐵𝑚𝑖𝑛  is the minimum 𝐵𝐵, and we calculate 𝐵𝐵𝑟 on the basis of the packet loss rate 
of each path, as follows: 

 

�

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑖𝑖𝑖𝑖 𝑝𝑝𝑟𝑟 =  𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚
𝐵𝐵𝑟𝑟 = 𝑏𝑏1

𝑏𝑏2+𝑝𝑝𝑟𝑟
, 𝑖𝑖𝑖𝑖 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 <  𝑝𝑝𝑟𝑟 < 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑖𝑖𝑖𝑖 𝑝𝑝𝑟𝑟 =  𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚

                 (17) 

 
To balance the amount of increase and decrease in the congestion window, we estimate 

𝐵𝐵𝑚𝑎𝑥 as follows: 
 

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 = 1 − 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 −𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚
𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎

                       (18) 
 
 

and we estimate 𝐵𝐵𝑚𝑖𝑛 as follows: 
 

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 = 1 − 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 −𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎
𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎

                        (19) 
 
 

We can also use simultaneous equations to calculate 𝑏𝑏1 and 𝑏𝑏2, as follows: 
 

𝑏𝑏1 = (𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 −𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 )𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 −𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚

                    (20) 

 
𝑏𝑏2 = (𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 −𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 )𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 −𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
                       (21) 

 
 

3.3  Fairness with single path flow 
We propose a scheme to support fairness with single path CUBIC, which has been the default 
congestion control scheme in Linux since kernel 2.6.1. The proposed scheme provides fairness 
with single-path CUBIC by multiplying the fairness parameter, 𝛿𝛿𝑟, by the increasing rules, as 
follows: 

 
𝑤𝑤𝑟𝑟(𝑛𝑛 + 1) = 𝑤𝑤𝑟𝑟(𝑛𝑛) + 𝛿𝛿𝑟𝑟(𝑛𝑛)∗𝐵𝐵𝑟𝑟(𝑛𝑛)∗𝛼𝛼𝑟𝑟(𝑛𝑛)

𝑤𝑤𝑟𝑟(𝑛𝑛)
              (22) 

 
We calculate 𝛿𝛿𝑟  on the basis of the equilibrium of the proposed scheme and average 

throughput of CUBIC. 
To improve the throughput while providing fairness, design goal 1 requires that a multipath 

flow should give a connection at least as much throughput as it would get with the single-path 
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flow on the best of its paths. Design goal 2 requires that a multipath flow should take no more 
capacity on any path or collection of paths than if it was a single path flow using the best of 
those paths. This guarantees that it will not unduly harm other flows at a bottleneck link. 

In mathematical notation, we can describe design goal 1 of the multipath congestion 
control scheme as follows: 
 

∑ 𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟

≥ 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑤𝑤�𝑟𝑟
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟
�𝑟𝑟 ∈ 𝑅𝑅�𝑟𝑟                  (23) 

 
 
where, 𝑤𝑤�𝑟𝐶𝑈𝐵𝐼𝐶 is the equilibrium window of CUBIC on path 𝑟𝑟. We can describe the condition 
to satisfy design goal 2 of the multipath congestion control scheme as follows: 
 

∑ 𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟

≤ 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑤𝑤�𝑟𝑟
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟
�𝑟𝑟 ∈ 𝑆𝑆�𝑟𝑟                  (24) 

 
 
Thus, we can describe the condition to satisfy both design goals 1 and 2 as follows: 
 

∑ 𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟

= 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑤𝑤�𝑟𝑟
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟
�𝑟𝑟 ∈ 𝑅𝑅�𝑟𝑟                  (25) 

 
 
We can calculate 𝛿𝛿𝑟  on the basis of Equation (26), and then balance the equations. At 
equilibrium, the window increases and decreases balance out on each path, as follows: 
 

(1 − 𝑝𝑝𝑟𝑟) 𝛿𝛿𝑟𝑟𝐵𝐵𝑟𝑟𝑎𝑎𝑟𝑟
𝑤𝑤�𝑇𝑇

= 𝑝𝑝𝑟𝑟
𝑤𝑤�𝑟𝑟
𝛽𝛽

                    (26) 
 
If 𝑝𝑝𝑟  is small enough for 1 − 𝑝𝑝𝑟 ≅ 1. we can calculate 𝑝𝑝𝑟 , the packet loss rate of path 𝑟𝑟, as 
follows:  
 

𝑝𝑝𝑟𝑟 = 𝛿𝛿𝑟𝑟𝐵𝐵𝑟𝑟𝑎𝑎𝑟𝑟𝛽𝛽
𝑤𝑤�𝑟𝑟2

                        (27) 
 
 
Substituting Eq. (28) into the equation for the CUBIC’s average congestion window [13], we 
obtain:  
 

𝑤𝑤�𝑟𝑟𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = �𝐶𝐶(4−𝛽𝛽)𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟3

4𝛽𝛽𝛿𝛿𝑟𝑟𝐵𝐵𝑟𝑟𝑎𝑎𝑟𝑟𝛽𝛽
𝑤𝑤�𝑟𝑟

2
�

1
4

                   (28) 

 
Using Eqs. (26) and (29), we obtain:  
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∑ 𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟

= max⁡{⎝
⎜
⎛ 𝐶𝐶(4−𝛽𝛽 )𝑅𝑅𝑅𝑅𝑅𝑅 𝑟𝑟

4𝛽𝛽�𝛿𝛿𝑟𝑟𝐵𝐵𝑟𝑟𝑎𝑎𝑟𝑟𝛽𝛽
𝑤𝑤�𝑟𝑟

2 �
3

⎠

⎟
⎞

1
4

𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟
|𝑟𝑟 ∈ 𝑅𝑅}𝑟𝑟                (29) 

 
Solving for 𝛿𝛿𝑟, we obtain:  
 

𝛿𝛿𝑟𝑟 =

𝑤𝑤�𝑟𝑟2𝑚𝑚𝑚𝑚𝑚𝑚 ��
𝐶𝐶(4−𝛽𝛽)𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟2

4𝛽𝛽
�

1
3
�𝑟𝑟 ∈ 𝑅𝑅�

𝛼𝛼𝑟𝑟𝐵𝐵𝑟𝑟𝛽𝛽�∑
𝑤𝑤�𝑟𝑟
𝑅𝑅𝑅𝑅𝑅𝑅 𝑟𝑟𝑟𝑟 �

4
3

                  (30) 

 
Multiplying 𝛿𝛿𝑟 to the increasing rule, we can provide fairness with the single path CUBIC. 
This formula for 𝛿𝛿𝑟 obviously requires measuring the round trip time. 

4. Performance evaluation 
In this section, we evaluate the evolution of the congestion window, load balancing, and 

fairness of MPMTP. To evaluate the performance of the proposed scheme, we implemented 
the proposed scheme in a network simulator, ns-2. In all the simulations, we set the transport 
protocols by the selective acknowledgment (SACK) option and a 1500-byte data packet.  

Fig. 16 shows that to evaluate the evolution of the congestion window, we run two-path 
MPTCP, MPCUBIC, and the proposed MPMTP flow on separate paths with the same network 
parameters. Here, MS is a sending node for multipath congestion control schemes, MR is a 
receiving node for multipath congestion control schemes, SS is a sending node of a single path 
congestion control scheme, SR is a receiving node of a single path congestion control scheme, 
and R is a network router. 
 

 
Fig. 16. Network topology to evaluate the evolution of the congestion window 
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The first experiment shows the performance of the proposed scheme in a congested link. 

We use 10 TCP flows for background traffic on each path. The simulation results in Fig. 17 (a) 
shows that the MPMTP quickly increases and smoothly changes the congestion window. Fig. 
17 (b) shows that because it prevents overshooting of the transmission rate by linearly 
increasing the congestion window at saturation, the MPMTP generated less packet losses than 
the other schemes. 
 

 
(a)  Congestion windows                                                 

(b)  Packet losses  
Fig. 17. Comparison of congestion windows and packet losses in a congested link 

 
We run the second experiment with a link capacity of 50 Mbps, and remove the 

background traffic at the 20s to show the increase in speed of the congestion window when the 
bandwidth increases. Fig. 18 (a) shows that MPMTP more quickly increased the congestion 
window faster than MPCUBIC; while Fig. 18 (b) shows that because of overshooting the 
transmission rate, MPCUBIC generated burst packet losses. The proposed scheme does not 
generate a packet loss after the 20s, because it increases the congestion window linearly at 
saturation. 
 

                        
(a) Congestion windows                                       (b) Number of packet losses   

Fig. 18. Comparison of congestion windows and packet losses according to bandwidth increment 
 

To evaluate the performance in load balancing, we run a simulation with a link capacity of 
10 M. The first experiment shows the congestion window and a number of packet losses when 
20 background flows compete with subflow 1 of MPMTP on one path, and five background 
flows compete with subflow 2 of MPMTP on the other path. Fig. 19 (a) shows the congestion 
window of MPMTP without load balancing, while Fig. 19 (b) shows the congestion window 
of MPMTP with load balancing. In (a), the congestion window of subflow 1 frequently 
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decreases at a high packet loss rate. Meanwhile, in (b), the congestion window of subflow 1 
infrequently decreases, because the traffic of subflow 1 moves to subflow 2. 
 

 
 

(a) Without load balancing                                               (b)With load balancing 
Fig. 19. Comparison of MPMTP congestion windows according to the application of load balancing. 

 
Table 2 shows that when using load balancing, the number of packet losses in subflow 1 

reduces by 30%. 
 

Table 2. Comparison of packet loss rate. 
Subflow number 

 
Application of load balancing 

MPMTP subflow1 MPMTP 
subflow2 

Without load balancing 3.19×10-5 10-7 
With load balancing 8.3×10-6 10-7 

 
In the second experiment, we compare the number of packet losses and average throughput 

between the MPMTP, MPCUBIC, UNCOUPLED, COUPLED, and Linked Increase schemes. 
Fig. 20 shows that the proposed scheme displayed a similar number of packet losses to the 
AIMD-based schemes, and the highest average throughput, because of the fast increasing 
behavior and load balancing. 

 

 
 

(a) The number of packet losses                                 (b)The average congestion windows 
Fig. 20. Comparison of the number of packet losses and average congestion windows. 

 
Fig. 21 shows that to evaluate the performance of fairness with the single-path flow, we 

compare the congestion window when two MPMTP subflows share a bottleneck link with a 
CUBIC flow.  
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Fig. 21. Network topology to evaluate the fairness with single path flow. 

 
We run a simulation with a link capacity of 50 M. MS transmits data with two MPTCP 

subflows, while SS1 transmits data with a CUBIC flow. Fig. 22 (a) compares the congestion 
window between MPMTP and single-path CUBIC. We can see that even if the MPMTP uses 
two subflows, the total congestion windows of the proposed MPMTP and single-path CUBIC 
are similar. Fig. 22 (b) compares congestion windows between MPMTP subflows. The 
simulation results show that the subflows of MPMTP have almost the same congestion 
window. 

 

 

  (a) 
MPMTP and single-path CUBIC                      (b) Comparison between MPMTP subflows.    

Fig. 22. Evolution of the congestion window at a shared bottleneck. 

5. Conclusions 
In this paper, we propose a multipath multimedia transport protocol to guarantee a high 

quality multimedia streaming service. The proposed scheme quickly increases the congestion 
window, and by adjusting the increasing parameter for the congestion window based on the 
current congestion window and RTT, prevents burst packet losses. Also, by using load 
balancing and a fairness parameter based on the network status of all paths, the proposed 
scheme improves network efficiency and fairness with single path flows. 

 Our performance evaluation shows that the proposed scheme can improve the quality of 
multimedia streaming by increasing the transmission rate 33% faster than the MPCUBIC 
while reducing packet losses by 39%. 
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