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Abstract 
Since the amount of information on the internet is growing rapidly, it is not easy for a user to 
find relevant information for his/her query. To tackle this issue, the researchers are paying 
much attention to Document Summarization. The key point in any successful document 
summarizer is a good document representation. The traditional approaches based on word 
overlapping mostly fail to produce that kind of representation. Word embedding has shown 
good performance allowing words to match on a semantic level. Naively concatenating word 
embeddings makes common words dominant which in turn diminish the representation quality. 
In this paper, we employ word embeddings to improve the weighting schemes for calculating 
the Latent Semantic Analysis input matrix. Two embedding-based weighting schemes are 
proposed and then combined to calculate the values of this matrix. They are modified versions 
of the augment weight and the entropy frequency that combine the strength of traditional 
weighting schemes and word embedding. The proposed approach is evaluated on three 
English datasets, DUC 2002, DUC 2004 and Multilingual 2015 Single-document 
Summarization. Experimental results on the three datasets show that the proposed model 
achieved competitive performance compared to the state-of-the-art leading to a conclusion 
that it provides a better document representation and a better document summary as a result. 
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1. Introduction 

In the era of information overload, automatic text summarization is needed in which a short 
representation of the original document is produced. This short representation should retain 
the essential information in the document without any redundancy [1, 2]. Over the years, the 
advancement of natural language processing techniques has benefited the text summarization 
problem [3]. Several approaches have been introduced to solve the problem, ranging from 
simple position and word-frequency methods to graph-based and machine learning algorithms 
[4]. The mutual purpose across those techniques is finding a good document representation 
that enables the machine to determine the essence of the document from the semantic and 
conceptual standpoints [5]. Some of these techniques are using Latent Semantic Analysis 
(LSA), where the document is represented as an input matrix 𝐴.  

Latent Semantic Analysis is an unsupervised algebraic learning algorithm used for 
Information Retrieval [5]. This algorithm is used to reveal the latent structure of a document 
using a combination of statistical and algebraic methods. It provides a way to estimate the 
relations between words, word-document, and document-document in a larger segment of text 
by association or semantic similarity. These characteristics have sparked a great interest in 
applying LSA to solve the summarization problem.  

The first step in any LSA-based summarization model is building a document 
representation, the input matrix. The quality of this matrix is crucial to the performance of the 
algorithm [6, 7]. Earlier unsupervised document representation approaches mostly used 
frequency-based and centrality-based methods with the assumption that the most important 
information tends to appear more frequently in the documents compared to the less important 
detailed descriptions [3]. The performance of these approaches depends on the quality of 
human feature engineering, which is a very tedious and challenging task. In addition, they 
need much processing and external resources. Therefore, traditional methods such as a bag of 
words (BOW) and TF-IDF often fail to yield a good document representation. For example, 
words contribute to the TF-IDF score only if they match perfectly, which is not the case often. 
In natural language, humans use different words to describe the same thing, so naively 
measuring the similarity between words cannot perfectly reflect the real content similarity [8].  
Recently, word embedding has successfully allowed words to match on the semantic level [9]. 
Word embedding methods learn the continuous distributed vector representation of words 
with neural networks, which can capture the semantic and/or syntactic relationships. The great 
thing about word embedding is that it does not require prior knowledge of the natural language 
or external resources of structured semantic information; it just requires a large amount of 
unlabeled text data used to create the semantic space [10]. The basic idea behind word 
embedding is that the embedding of each word represents its meaning. The challenge of using 
word embedding is in choosing a way of describing the distribution of word embeddings 
across the semantic space. Naively, averaging or summing the vectors often yield poor 
distribution. We conjuncture that considering other traditional methods beside word 
embeddings can capture more features of the text and produce a better representation as a 
result.  

1.1. Research Objectives 

The main contribution of this work is proposing an unsupervised approach for extractive 
single-document summarization that combines the strength of word embedding with the 
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strength of traditional weighting schemes such as Augment Weight (AW) and Entropy 
Frequency (EF). The ultimate goal is to improve the LSA-based algorithm to solve the 
automatic text summarization problem. Although word embedding has been applied to 
summarization task as a part of a language model, to our knowledge, we are the first to use the 
learned representation of word embedding to enhance the weighting scheme of the LSA input 
matrix. In summary, the objectives of this work are: 

• Propose a novel local weighting scheme for the words in a sentence, which is a 
modified version of the augment weight with word embeddings (EMBAW), section 
3.2.1, b, (1).  

• Propose a novel global weighting scheme for words in the document, which is a 
modified version of the entropy frequency with word embeddings (EMBEF), section 
3.2.1, b, (2).     

• Compare the ROUGE results of our model and several baselines on the three datasets, 
section 5.4.  

An extensive experiment has been conducted to compare the performance of the proposed 
model against several baselines on the three datasets. The evaluation results assert that the 
proposed model outperforms the state-of-the-art models on those datasets.  

The rest of the paper is organized as follows. Section 2 presents the related work with 
much attention to the ones that are comparable to our model. The proposed approach is 
presented in Section 3. The complexity analysis of the proposed model is introduced in 
Section 4. The experiments and results are introduced in Section 5. Finally, we conclude and 
then discuss the future work in Section 6. 

2. Related work 

Document summarization is a challenging task; however, it is an important and promising 
NLP application. Trying to boost the performance of summarization models, researchers are 
utilizing any advancement in NLP to generate better summaries for a document. Most of the 
current summarization models can be categorized into two main categories, extractive-based 
and abstractive-based. The extractive-based ones are the most common, in which important 
words/sentences are extracted from text documents, and then recombined to form a summary 
[11]. In the following subsections, we introduce some recent related extractive and abstractive 
works with more attention to the works that are higher relevant to the study of this paper, 
including LSA based approaches, embedding-based approaches, and deep learning-based 
ones. 

2.1. LSA based models 

The basic workflow of most of the LSA based summarization models consists of three main 
steps, building of the input matrix, Singular Value Decomposition (SVD), and the sentence 
selection algorithm [7]. Almost all the current models perform the first two steps in the same 
way, where TF-IDF is used as a common weighting scheme to build the input matrix. They 
differ in the algorithm used for selecting sentences for the final summary, called the sentence 
selection algorithm. The most popular sentence selection algorithm, which we follow in this 
work, is the one proposed by Steinberger and Jezek [12]. In which both VT and Σ matrixes are 
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used for the process of sentence selection. The sentence vector length is determined by the 
concepts whose indexes are less than or equal to the number of dimensions in the new space, 
given as a parameter. The singular values in Σ matrix are used to determine the magnitude of 
the concepts with respect to their correlation with the text. One of the shortcomings of the 
current LSA-based summarization models is that they use traditional weighting schemes to 
build the document representation.  

Shen et al. [13] proposed a new latent semantic model for information retrieval. They tried 
to learn the semantic vector representations for queries and documents by incorporating a 
special convolutional neural network that has a convolution-pooling structure (CLSM) over 
the word sequences. First, a low-dimensional continuous feature vector is used to present each 
word in its context such that it captures the contextual information at the word n-gram level. 
Next, a sentence level feature vector is formed by aggregating the salient semantic concepts. 
Finally, the sentence vector was fed into a simple feed-forward neural network that performs a 
non-linear transformation to extract semantic information used to create a continuous vector 
representation for the whole text.  

2.2. Word Embedding-based models 

Trying to improve the semantic document representations, researchers used WordNet or a 
corpus-based measure in a classic bag of words [8]. However, those methods have some issues 
that limited their performance where they tend to skip hundreds of important details [14]. 
Moreover, they need a lot of human feature engineering which is a tedious and complex task. 
Recently, there are several attempts to build sentence-level and document-level semantic 
information that go beyond the traditional ones. Mikolov et al. [15] introduce word2vec that 
was a breakthrough in the direction of text representation. Nowadays, word embeddings 
become at the center of many NLP applications. Furthermore, word embedding substitutes the 
external semantic knowledge and make human "feature engineering" unnecessary [10]. In the 
context of text summarization, the challenge is to create sentence and document embeddings 
from word embeddings. To this end, several approached have been proposed [16-18]. Some of 
which used the summation of the word vectors from the trained word embeddings to form 
sentence and document vectors.  

Wieting et al. [19] proposed a paraphrastic sentence embedding model based on a 
large-scale training set of paraphrase pairs. They intend to encode arbitrary word sequence 
into a vector such that the sequences with a strong paraphrase relationship have high cosine 
similarity. Word embedding-based document summarization model was introduced by 
Kobayashi et al. [17]. In which document-level similarity, represented as a set of word 
embeddings, is used to summarize documents. The negative summation of the nearest 
neighbor’s distance on the embedding distribution is used as a submodular object function. To 
choose sentences for the summary, they used a modified greedy algorithm. Another word 
embedding based model proposed by Rossiello et al. [16]. It is a centroid-based model that 
employs word2vec to find the centroid by summing the embeddings of the top-ranked words 
which have TF-IDF greater than the topic threshold. The score of each sentence is calculated 
by the summation of the vectors of its words.  

It is worth mentioning that using the word embeddings alone may make the high frequent 
unimportant words dominant which in turn diminish the representation quality. In this work, 
we proposed a new local and global weighting schemes that combine the traditional weighting 
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schemes with word embeddings to improve the performance of LSA on the document 
summarization task.  

2.3. Deep learning-based approaches 

The advancement in computational resources and training algorithms have sparked a great 
interest in applying deep learning techniques to solve complex NLP problems, such as 
document summarization. Several neural network abstractive and extractive based models 
have been proposed [20]. For extractive summarization, a query-focused summarization 
approach was proposed by Cao et al. [21] to learn the representation of sentences and 
document cluster. They used the attention mechanism to learn the query relevance ranking and 
the saliency ranking simultaneously. 

Furthermore, Yousefi-Azar et al. [22] introduced an unsupervised extractive 
query-oriented summarization model. They used autoencoder to get a concept vector for a 
sentence from the term-frequency (tf) input. Small random noise has been added to tf and used 
as input to the AE. The noisy AE model ranks the sentences and selects the top-ranked 
sentences to form the summary. Another extractive model proposed by Isonuma et al. 2017, 
[23].  In which, they used multitask-learning to address document summarization using 
curriculum learning for sentence extraction and document classification. Their framework has 
two components: one used for sentence extraction and the other for document classification. 
The document classification is used to learn common feature representation of salient 
sentences for summarization. The learning process is done using a Recurrent Neural Network 
(RNN) encoder-decoder architecture for sentence extraction and document classification. The 
summarization framework is quite complicated where it has four sub-modules: sentence 
encoder, document encoder, sentence extraction, and document classification. Recently, an 
extractive RNN-based summarization model proposed by Nallapati et al. [24], in which, the 
summarization task was treated as a classification problem where each sentence was visited 
sequentially and a binary decision is made to classify it as a summary or non-summary one.  

In the context of abstractive summarization, several approaches have been proposed. The 
first work was carried out by Rush et al. [25]. It is an encoder-decoder model that used a 
convolutional network (CNN) and a feedforward neural network language model as encoder 
and decoder respectively. The attention mechanism is used to enhance the encoder. One of the 
shortcomings of this model is the use of CNN, which needs a fixed number of features. 
Moreover, only the first sentence of each article was used to generate the headline. Another 
recent abstractive work introduced by See et al. [26]. In which, they follow the 
encoder-decoder architecture where both the encoder and the decoder are RNNs. In addition, 
they introduce the pointer-generator network and the coverage mechanism to handle the 
out-of-vocabulary (OOV) problem and the repetition in the output respectively.  

After exploring some deep learning-based model, it is worth mentioning two things: first, 
most of the previous deep learning-based models are supervised approaches, which need a 
huge amount of labeled data. Creating a suitable labeled data for text summarization is very 
challenging since the summarization task is subjective and in some cases, after a while,  
humans do not agree with their own judgment [7, 27]. In our work, we utilize word 
embeddings along with some traditional methods to build a robust unsupervised model. 
Second, most of the recent work has focused on headline generation tasks that means reducing 
one or two sentences to a single headline [26]. 
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3. The proposed model  

To get the summary, we proposed an LSA-based algorithm. In which, we used a word 
embedding based method instead of traditional methods to calculate the values of the input 
matrix (A). The new method is based on modified versions of the augment weight as a local 
weight and the entropy frequency as a global weight. The enhanced weighting schemes help 
the LSA algorithm to generate summaries with better quality. As shown in Fig. 1, the proposed 
model consists of two main stages: finding word vector and LSA algorithm implementation.  
The subsections 3.1 and 3.2 explain these stages in more details. 

 As a motivation for this work, we provide an overview of the limitations of the traditional 
weighting schemes in finding a good document representation. For example, according to 
traditional vector representation and after removing stop-words, the following two sentences: 
“Obama speaks to the media in Illinois” and “The President greets the press in Chicago”  will 
have a zero similarity, although they have a similar meaning  [18].  Moreover, term frequency 
(TF) is an essential part in almost all the traditional methods. Its value is calculated as the 
number of occurrences of a specific term in a sentence or a document. Depending on the exact 
matching, TF mostly fails to give a perfect representation since the writer usually uses 
different words to describe the same thing. Table 1 shows the term frequency for all the terms 
in the two sentences in the previous example, excluding stop words. Although the two 
sentences are very similar, TF could not capture the semantic similarity between them. It is 
worth mentioning that we could use an external lexical database to overcome this to some 
extent, but this has some serious issues such as hard accurate word similarity, missing new 
words, and needs a lot of human feature engineering. 

Table 1. Term frequency for 𝑠1 and 𝑠2 in the above example calculated as the number                                                                                          
of occurrences of each term in the sentences 

 O
bam

a 

speaks 

m
edia 

Illinois 

president 

greets 

press 

Chicago 

𝑠1 1 1 1 1 0 0 0 0 
𝑠2 0 0 0 0 1 1 1 1 

To solve this issue, we replace the term frequency, TF, with a new formula that able to 
work on the semantic level, Equation (7). The basic idea behind the new formula is replacing 
the term frequency with the cosine similarity between a word vector and the ones of every 
word in the sentence. Table 2 shows the similarity between terms and sentences in the 
previous example calculated using the proposed formula, Equation (7). From the results in 
Table 2, it is notable that the new formula captures more information and gives a better 
representation so that it can be used as a replacement of the traditional term frequency in many 
weighting schemes. In this work, we use the new formula to improve the augment weight and 
the entropy frequency as discussed in Section 3.2. 
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Table 2. The term-sentence similarity matrix for sentences in the above example 
 calculated using Equation (7) 

 

O
bam

a 

speaks 

m
edia 

Illinois 

president 

greets 

press 

Chicago 

𝑠1 1.603 1.269 1.283 1.548 0.328 0.749 1.013 1.279 
𝑠2 0.773 1.028 0.860 0.708 1.239 1.346 1.363 1.109 

3.1. Finding word vector 

Learning word embedding is entirely unsupervised. Word2vec uses a simple neural network 
language model to learn a vector representation for each word using one of two ways, 
continuous bag of words or skip-gram. The network architecture of the latter composite of a 
projection layer between the input layer and the output one. It uses this simple architecture to 
predict nearby words. The model is trained on a very large unlabeled corpus to maximize the 
log probability of neighboring words [18].  

Definition 1. Let A and B be two embedding distributions, if the similarity between A and 
B is high, then each embedding in A should be near to some embedding in B. 

According to Definition 1, we can conclude that discovering such a complex relationship 
between the distributed representation of words compensates some of the key weaknesses of 
bag-of-words models [28]. In this work, we will use two pre-trained word embeddings, 
Google word2vec and GloVe, which are freely available. It is worth mentioning that we 
ignored the words that are not in the pretrained word embeddings from the representation. 

Fig. 1. The Proposed Model Architecture 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 13, NO. 1, January 2019                                 261 

3.1.1. Google word2vec Model1 

Pre-trained Google News corpus (GoogleNewsvectors-negative300.bin.gz) with (about 100 
billion words) includes an embedding for 3 million words/phrases with 300-dimension 
English word vectors, trained using the model in [15]. 

3.1.2. GloVe Model2: 

GloVe [14] is another word embedding model. It learns by constructing co-occurrence 
statistics from a corpus (words X context), so instead of extracting the distributed 
representation from a neural network, as in word2vec, it optimizes the embeddings such that 
the product of two word vectors equals the log of the co-occurrence of those words within a 
predefined window size. In this work, we use the one trained on Common Crawl, 
(glove.840B.300d.zip), with 840B tokens, 2.2M vocab, cased, 300d vectors, and 2.03 GB file 
size. 

3.2. LSA algorithm 

LSA-based summarization models include three main steps: building the sentence - term 
matrix, LSA input matrix, SVD, and sentence selection step. In the following, we discuss each 
step from the perspective of our proposed model. 

3.2.1. Building the input matrix  

As the first step of LSA approach, the document should be represented as an 𝑚 × 𝑛 matrix, let 
it be A.  The rows in this matrix represent words, while columns represent sentences. The cell 
value 𝑎(𝑤𝑖 , 𝑠𝑗) represents the importance of the word 𝑤𝑖 in the sentence 𝑠𝑗 . When forming the 
input matrix, A, one can use a variety of weighting schemes that fall into two parts, a local 
weight based on the frequency within the sentence and a global one based on a word’s 
frequency throughout the document [29]. In this work, as in Definition 2, the entry 𝑎(𝑤𝑖 , 𝑠𝑗) is 
obtained by multiplying the local weight of the word 𝑤𝑖  in the sentence 𝑠𝑗  by the global 
weight of that word in the whole document. 

Definition 2: Let 𝐷 be the input document represented as an 𝑚 × 𝑛 matrix 𝐴, and let  𝐴[𝑗] 
be the 𝑗𝑡ℎ  column in that matrix, calculated using Equation (1),  𝑎(𝑤𝑖, 𝑠𝑗) is the weight for 
the 𝑖𝑡ℎ word in the 𝑗𝑡ℎ sentence, calculated using Equation (2): 

𝐴[𝑗] =  [ 𝑎(𝑤1 , 𝑠𝑗),𝑎(𝑤2 , 𝑠𝑗), … ,𝑎(𝑤𝑖 , 𝑠𝑗)]                                        (1) 

𝑎(𝑤𝑖 , 𝑠𝑗) =  𝐿�𝑤𝑖 , 𝑠𝑗�  ×  𝐺(𝑤𝑖)                                                           (2) 

 , where: 𝐿�𝑤𝑖 , 𝑠𝑗� is the Local Weight for the word 𝑤𝑖  in the sentence 𝑠𝑗 and 
𝐺(𝑤𝑖) is the Global Weight for the word 𝑤𝑖  in the whole document. 

1 https://code.google.com/archive/p/word2vec/ 
2 http://nlp.stanford.edu/projects/glove/ 

                                                   

https://code.google.com/archive/p/word2vec/
http://nlp.stanford.edu/projects/glove/
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There are different weighting schemes used to compute the local weight and the global 
weight for each word. The traditional ways for calculating these weights are difficult and 
inefficient because they must pass through a pre-processing step and they depend heavily on 
the exact matching. In this work, we propose a modified version of the augment weight as a 
local weight, Definition 3, and a modified version of the entropy frequency as a global weight, 
Definition 4. The following subsections describe two types of weighting schemes 
combinations, a traditional one and a word embedding-based one, as follows: 

a) Traditional Weighting Scheme (AWEF) 

The combination of the augment weight and the entropy frequency is a traditional way of 
building the input matrix. In this work, we used the following equations [30] to implement this 
weighting schemes used as a baseline: 

(1) Augment Weight (AW): This weighting scheme is computed by Equation (3): 

𝐿�𝑡𝑖𝑗� = 0.5 + 0.5 × (
𝑡𝑓𝑖𝑗
𝑡𝑓max

)                                                           (3) 

Where tfij denotes the frequency of occurrence of the ith word in the jth sentence, and tfmax 
refers to the frequency of the most frequently occurring word in the jth sentence. 

(2)  Entropy Frequency (EF): we used Equation (4) and Equation (5) to calculate (EF): 

𝐺�𝑡𝑖𝑗� = 1 + ∑
𝑃𝑖𝑗 log2 𝑃𝑖𝑗
log2 𝑛

                                                        (4) 

, where 

𝑃𝑖𝑗 =
𝑡𝑓𝑖𝑗
𝑔𝑓𝑖

                                                                                    (5) 

Where n refers to the number of sentences, and gfi is the number of occurrences of the ith 
word in the entire document. 

b) Embedding-Based Weighting Scheme (EMBAWEF) 

Two embedding-based weighting schemes are proposed. The basic idea behind the new 
schemes is replacing the term frequency with the cosine similarity between the word vector 
and the ones of every word in the sentence. 

(1) Embedding-Based Augment Weight (EMBAW): Definition 4 represents the 
embedding-based augment weight and Algorithm 1 shows how it is calculated. 

Definition 3. For an input document with m words and n sentences, let 𝐷 =
 (𝑠1, 𝑠2 , . . . , 𝑠𝑛)  where 𝑠𝑗  (1≤j≤n) denotes the jth sentence, W is a set of all terms in the 
document, and 𝑉 = �𝑣𝑤1 , 𝑣𝑤2 , … , 𝑣𝑤𝑚� where 𝑣𝑤𝑖   (1 ≤ 𝑖 ≤ 𝑚) refers to the word vector of 
the term 𝑤𝑖. Let 𝐿�𝑤𝑖 , 𝑠𝑗� be the local weight for term 𝑤𝑖  in sentence 𝑠𝑗 . For each  𝑤𝑖   (1 ≤
𝑖 ≤ 𝑚), the embedding-based augment weight for 𝑠𝑗  is calculated by Equation (6):  
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𝐿�𝑤𝑖 , 𝑠𝑗� = 0.5 + 0.5 × (
𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚�𝑤𝑖,𝑠𝑗�
𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚maxj

)                         (6) 

, where 𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚�𝑤𝑖 , 𝑠𝑗� refers to the similarity score of the term 𝑤𝑖  with sentence 
𝑠𝑗 , calculated using Equation (7), and 𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚𝑚𝑎𝑥𝑗 refers to the similarity score of the 
term that has the maximum similarity with sentence 𝑠𝑗  calculated using Equation (8). Fig. 2 
shows the way of calculating 𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚 for the term 𝑤𝑖  with respect to sentence 𝑠𝑗 . 

𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚�𝑤𝑖 , 𝑠𝑗� = ∑ 𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚(𝑣𝑤𝑖 , 𝑣𝑤′)𝑤′∈𝑠𝑗                       (7) 

, where 𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚�𝑣𝑤𝑖 , 𝑣𝑤′�  denotes the cosine similarity between word vector of term 
𝑤𝑖 with respect to the ones of every term in sentence 𝑠𝑗 .  

𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚𝑚𝑎𝑥𝑗 = 𝑚𝑎𝑥𝑤∈𝑊𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚�𝑤, 𝑠𝑗�                   (8) 

(2) Embedding-Based Entropy Frequency (EMBEF): The embedding-based Entropy 
frequency is defined in Definition 5. Algorithm 2 shows how it is calculated. 

Definition 4. Let 𝐺(𝑤𝑖) be the global weight for 𝑤𝑖  in D. For each 𝑤𝑖(1 ≤ 𝑖 ≤ 𝑚), the 
Embedding-Based Entropy Frequency for the word 𝑤𝑖  is calculated by Equations (9) & 
(10): 

𝐺(𝑤𝑖) = 1 +  ∑
𝑃�𝑤𝑖,𝑠𝑗� log2 𝑃�𝑤𝑖,𝑠𝑗�

log2 𝑛
𝑗∈𝑛                                                       (9) 

, where 𝑛 denotes the number of sentences in the document, 

𝑃�𝑤𝑖 , 𝑠𝑗� =
𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚(𝑤𝑖,𝑠𝑗)
𝑇𝑒𝑟𝑚𝐷𝑜𝑐𝑆𝑖𝑚(𝑤𝑖,𝐷)                                                                           (10) 

, where 𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚 (𝑤𝑖 , 𝑠𝑗) refers to the similarity between word 𝑤𝑖 and sentence 𝑠𝑗 , 
calculated using Equation (7), and 𝑇𝑒𝑟𝑚𝐷𝑜𝑐𝑆𝑖𝑚(𝑤𝑖 ,𝐷) refers to the similarity score of word 
𝑤𝑖 with respect to the entire document calculated using Equation (11). 

𝑇𝑒𝑟𝑚𝐷𝑜𝑐𝑆𝑖𝑚(𝑤𝑖 ,𝐷) = ∑ 𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚(𝑣𝑤𝑖 ,𝑣𝑤′′)𝑤′′∈𝐷                                  (11) 

, where 𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚�𝑣𝑤𝑖 , 𝑣𝑤′′� denotes the cosine similarity between the word vector of 
word 𝑤𝑖 with respect to the ones of every word in the entire document 𝐷.  
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Fig. 2. Calculating Term-Sentence Similarity Scores 

3.2.2. Singular Value Decomposition (SVD) 

After getting A matrix using the new weighting schemes, we applied SVD on that matrix. SVD 
is a well-known algebraic algorithm used to identify the relationships between words and 
sentences [31] by breaking the input matrix into three matrices, as shown in Equation (12). 

𝑨 = 𝑼 𝜮 𝑽𝑻                                                       (12) 

Where U is an 𝑚 × 𝑛 matrix that represents word by concept, Σ represents the scaling 
values. The importance of the concept can be determined by the singular values in Σ matrix. 
VT represents concept-by-sentence. VT represents concept-by-sentence, where its rows and 
columns represent concepts and sentences respectively. The most important concept can be 
determined by its position in the VT

 rows where the first row represents the most important 
concept. The index of the highest value in a row determine the most related sentence to that 
concept. In this work, we used the SVD implementation in scipy.sparse.linalg python library 
to get the three matrices. 

3.2.3. The algorithm of sentence selection  

In this work, we implemented the popular algorithm proposed by [12] which proposes some 
improvements over some previous excellent work, as we mentioned in Section 2.1. 

4. Complexity Analysis 

In this section, the proposed approach algorithms are represented along with their complexity 
analysis. Algorithm 1 is used to calculate the embedding-based augment weight (EMAW). 
The algorithm finds the word vector for a word and compares it with the vectors of every word 
in the document. Let |𝑊| be the number of words in the document, |𝑆| is the number of 
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sentences in the document and |𝑠𝑖| is the number of words in the longest sentence. The time 
complexity of this algorithm is determined by the most inner For loop, lines 5-8, that has the 
time complexity of 𝑂(|𝑊||𝑆||𝑠𝑖|); where |𝑆||𝑠𝑖| is roughly equal |𝑊| , the overall time 
complexity of Algorithm 1 is 𝑂(|𝑊|2). Comparing this algorithm with the traditional ones 
(AW), mentioned in section 3.2.1.a, will lead to the conclusion that they have the same 
complexity. The only difference is that the proposed algorithm needs to find the word vector 
from a lookup-table which takes 𝑂(1) for each word, so the overall time complexity remains 
the same. 

  Embedding Augment Weight Algorithm 
 Input : a set of all terms in the document W, a set of sentences S = (s1, s2, ..., sj), a set of word vectors 

𝑉𝑤 = (𝑣𝑤1 ,𝑣𝑤2 , … , 𝑣𝑤𝑚). 
 Output: Embedding Augment Weight (EMBAW) 
1 For each word w in W do        
2       𝑣𝑤 = 𝑤2𝑣(𝑤) 
3       For each sentence si in S do 
4            𝑇𝑒𝑟𝑚𝑆𝑖𝑚: = 0 
5            For each word 𝑤’ in sentence sj do  
6                 𝑣𝑤′ = 𝑤2𝑣(𝑤′) 
7                 𝑇𝑒𝑟𝑚𝑆𝑖𝑚: =  𝑇𝑒𝑟𝑚𝑆𝑖𝑚 +  (𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑣𝑤  ,𝑣𝑤′)) 
8            End For 
9            𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚[𝑤, 𝑠𝑗]: =  𝑇𝑒𝑟𝑚𝑆𝑖𝑚  
10       End For 
11 End For 
12 𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚𝑚𝑎𝑥𝑗 : = 𝑚𝑎𝑥(𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚,𝑎𝑥𝑖𝑠 = 0) 
13 For each word w in W do       
14       For each sentence sj in S do 
15            𝐸𝑀𝐵𝐴𝑊[𝑤, 𝑠𝑗]: = (0.5 + 0.5 ×  𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚[𝑤, 𝑠𝑗]/𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚𝑚𝑎𝑥𝑗[𝑠𝑗]) 
16       End For 
17 End For 

Algorithm 1. Pseudocode for calculating Embedding-Based Augment weight (EMBAW). 

Algorithm 2 is used to calculate the Embedding Entropy weight EMDEF. The term 
sentence similarity matrix (TermSentSim), calculated by Algorithm 1, is fed as input to 
Algorithm 2. The time complexity of this algorithm relies on the execution time of the most 
inner For loop, lines 4-8, that have the time complexity bounded to 𝑂(|𝑊||𝑆|). This has the 
same complexity as the algorithm calculating the tradition Entropy Frequency (EF), 
mentioned in Section 3.2.1.a. 

 Embedding Entropy Frequency Algorithm 
 Input : a set of all words in the documents W, a set of sentences S = (s1, s2, s3, ..., sj), and Term-Sentence 
Similarity Matrix 𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚  

 Output: Embedding Entropy Frequency (EMBEF) 
 𝑇𝑒𝑟𝑚𝐷𝑜𝑐𝑆𝑖𝑚[𝑤,𝐷]: = 𝑆𝑢𝑚(𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚,𝑎𝑥𝑖𝑠 = 1) 
 For each word w in W do       
       For each sentence si in S do 
             𝑃[𝑤]: =  𝑇𝑒𝑟𝑚𝑆𝑒𝑛𝑡𝑆𝑖𝑚�𝑤, 𝑠𝑗�  / 𝑇𝑒𝑟𝑚𝐷𝑜𝑐𝑆𝑖𝑚[𝑤,𝐷] 
             if    𝑃[𝑤] > 0  
                  𝑃𝑙𝑔[𝑤].𝑎𝑝𝑝𝑒𝑛𝑑(𝑃[𝑤]  × 𝑙𝑜𝑔2 𝑃[𝑤]) 
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             else 

              
                   𝑃𝑙𝑔[𝑤].𝑎𝑝𝑝𝑒𝑛𝑑(0) 

             End if 

0 
      End For 

1 
End For 

2 
For each word w in W do       

3 
     𝐸𝑀𝐵𝐸𝐹[𝑤]: = 1 + 𝑆𝑢𝑚(𝑃𝑙𝑔[𝑤]/ 𝑙𝑜𝑔2 |𝑆|) 

4 
End For 

Algorithm 2. Pseudocode for calculating Embedding-Based Entropy Frequency (EMDEF). 

5. The experiments and analysis 

We compare the proposed approach, EMBAWEF, with the baseline models on three 
well-known datasets. 

5.1. Datasets: 

The proposed LSA based algorithm is evaluated on the three well-known datasets, DUC 2002, 
DUC 2004 and Multilingual 2015 Single-document Summarization (MSS 2015) [32]. DUC 
2002 dataset includes 567 news articles categorized to 59 different clusters per topic. 
Alongside each document, there is a 100-word manual summary (single-document 
summarization)  and for each cluster, there is a 100-word summary (multi-document 
summarization). We evaluate our model on the single-document summarization task. The 
second dataset, DUC 2004, includes five tasks. The first task, Task one,  includes 500 news 
articles, each of which has four short gold standard summaries with a maximum length of 75 
characters. Task two consists of fifty clusters of related documents with ten documents each. 
For each cluster, there are four human summaries with a maximum length of 665 characters 
(about 100 words) for each summary. The third dataset is Multilingual 2015 which contains 30 
documents for each language out of 38 selected languages. We use the Single-document 
Summarization (MultiLing 2015) 3 task [32]. In which, each document is provided with one 
gold standard summary. We use ROUGE-1 and ROUGE-24 to evaluate our model on the 
English part of this dataset. 

5.2. Baselines: 

To evaluate the proposed approaches, we make an extensive comparison with multiple 
abstractive and extractive baselines on the three datasets as follows:  

3 http://multiling.iit.demokritos.gr/pages/view/1532/taskmss-single-document-summarization-data-and-information 
4 ROUGE-1.5.5 with options -n 2 -2 4 -u -x -m 

                                                   

http://multiling.iit.demokritos.gr/pages/view/1532/taskmss-single-document-summarization-data-and-information
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5.2.1. On DUC-2002: 

• Lead-3: this baseline simply chooses the first three sentences of the document as a 
summary.  

• SummaRuNNer: RNN-based model by Nallapati et al. [24]  , mentioned in 
Section 2.3. 

• In addition, the well-known state-of-the-art (TF-IDF) is used as a baseline since it 
showed a competitive performance on DUC 2002. 

• Cheng et al. [33] is an extractive model also used as a baseline on this dataset. 

5.2.2. On DUC-2004: 

• From the DUC-2004 single-document task, we include the PREFIX baseline that 
simply includes the first 75 characters of the document as a short summary.  

• Neural attention-based model (ABS+) proposed by Rush et al. [25] is used as a 
baseline on DUC 2004, mentioned in section 2.3.  

• We also report the TOPIARY system, which achieved the best performance in the 
DUC 2004 shared task. 

• For the DUC-2004 multi-document task, we used LEAD that simply chooses the 
first 100 words from the most recent article in each cluster. Moreover, to ensure a 
fair comparison, we compare our model with three popular models applied on this 
dataset. The first is an RNN-based model proposed by Cao et al. [34] that used 
RNN for learning sentence embeddings. The second is a centroid-based method 
(C SKIP) for text summarization that exploits the compositional capabilities of 
word embeddings proposed by Rossiello et al. [16]. The third one is a neural 
graph-based model by Yasunaga et al.[35]. 

5.2.3. On Multiling MSS 2015: 

• On this dataset, we used the BEST and The WORST scores obtained by the 23 
participating systems. Moreover, we used the centroid-based model (C W2V) 
Rossiello et al. [16] as a baseline for English. 

AWEF also serves as a baseline for the word embedding-based proposed model to 
measure the impact of using word embeddings while building the LSA input matrix. It is worth 
mentioning that during the implementation of the traditional TF-IDF and AWEF models, we 
employ the same LSA based selection algorithm with the same settings for selecting sentences 
for the summary. 

5.3. Evaluation 

The ROUGE metrics [36] are dominant for evaluating the summarization models. In which, 
the machine-generated summary is compared against one or several human-generated ones. In 
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this work, we used the pyrouge5 python package and the ROUGE Toolkit6 to evaluate the 
proposed models and the baselines.  

Remark 2: we used ‘‘-l 100’’ and “-l b75” options in ROUGE toolkit command to 
truncate longer summaries in DUC 2002 and DUC 2004 respectively to ensure that the 
recall-only evaluation will be unbiased to length. 

5.4. Experimental results 

The proposed model, EMBAWEF, is compared with several baselines, mentioned in section 
5.2. Furthermore, we implemented two LSA-based models as baselines for comparison. The 
first model is a combination of the traditional Augment weight and Entropy frequency (AWEF) 
as local and global weight respectively implemented and evaluated on the three datasets, DUC 
2002, DUC 2004 and MSS 2015. The second one is the TF-IDF baseline implemented on the 
two datasets, DUC 2002 and DUC 2004, original documents. The SVD was applied on the 
matrix (A). After getting the three SVD matrices, the sentence selection algorithm of 
Steinberger et al. [12] was applied to select sentences for the summary. The generated 
summaries were compared against the reference ones in the three datasets. From the obtained 
experimental results in Table 3, Table 4, Table 5, Table 6 and Fig. 3, we can make the 
following observations: 

• The ROUGE scores in Table 3 and Fig. 3 show that the proposed model, 
EMBAWEF, performs the best on DUC 2002 dataset in terms of all ROUGE 
metrics used in this experiment. This asserts that using word embedding in the 
weighting scheme leads to an increase in the effectiveness of detecting 
semantically similar sentences, compared to traditional methods. Furthermore, an 
important implication of the obtained results is that word embedding models have 
reached a level where they can be utilized in a generic approach to delivering a 
feature representation that can be utilized to achieve state-of-the-art performance 
on an NLP task, such as document summarization. 

• The model AWEF performed better than the baselines TF-IDF and LEAD-3. 
These results imply that combining AW and EF as a weighting scheme can 
capture more complex meanings than the other traditional combination of 
weighting schemes but it could not beat SummaRuNNer [24]. On the other hand, 
using TF-IDF as a weighting scheme to calculate the input matrix performed the 
worst for all ROUGE metrics used in this work, Table 3. A possible reason is that 
a wide variety of expressions by users made it difficult to calculate the semantic 
similarity. In the case of ROUGE-2, LEAD-3 performed better than AWEF. 
According to Lin et al. [37], the higher order ROUGE-N is worse than ROUGE-1 
since it tends to score grammaticality rather than content.               

5 http://www.berouge.com/Pages/default.aspx   
6 ROUGE-1.5.5 with options: -n 2 -m -u -c 95 -r 1000 -f A -p 0.5 -t 0 

                                                   

http://www.berouge.com/Pages/default.aspx
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Table 3. The proposed model performance using  
Word2Vec on DUC 2002  

 
Model 

Word2Vec on DUC 2002 
ROUGE-1 ROUGE-2 ROUGE-L 

EMBAWEF 51.17% 23.43% 46.86% 
AWEF 45.13% 18.15% 41.06% 
TF-IDF 43.57% 17.46% 39.15% 
LEAD-3 43.60% 21.00% 40.20% 
SummaRuNNer 

[24] 47.36% 22.10% 42.03% 
Cheng et al ’16 [33] 47.40% 23.00% 43.50% 

 
Fig. 3. The proposed model performance using  GloVe on DUC 2002 

• In the case of DUC 2004, Table 4, the results show that the proposed model, 
EMBAWEF, performed better than all the non-deep learning based baselines in terms 
of all ROUGE metrics used in this experiment, but it could not beat the deep learning 
model [25]. There are two possible reasons for this. The first one is that the ABS+ 
model has been trained on a huge dataset, annotated Gigaword dataset [38]. The 
model is headline-generation which turn to achieve a higher ROUGE score, but they 
usually fail when they are asked to generate a longer summary [39] . However, the 
proposed model achieves a competitive performance. The second one is that the 
attentional encoder-decoder models, such as Rush et al. [25], tend to produce short 
abstractive summaries with high ROUGE scores. However, the high ROUGE scores 
do not guarantee the readability and the correctness of the summaries since ROUGE 
metrics are a matter of calculating the n-gram overlap between the system summary 
and a reference one. One potential issue of the generative models is that they are 
optimizing for a ROUGE metric which leads to an increase in the scores 
compromising on the quality of the generated summary [39, 40]. This justifies the fact 
that our model could not beat the abstractive baseline, ABS+ [25], for short 
summaries, as in Table 4. 

Table 4. The proposed model performance using  
using Word2Vec on DUC 2004 Single-Document Summarization 

 
Model 

Word2Vec on DUC 2004 
ROUGE-1 ROUGE-2 ROUGE-L 

Ours (EMBAWEF) 27.40% 7.41% 22.95% 
AWEF 25.68% 6.39% 21.32% 
TF-IDF 23.51% 4.03% 19.69% 
PREFIX 21.43% 6.04% 17.45% 
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TOPIARY 25.12% 6.46% 20.12% 
ABS+ [25] 28.18% 8.49% 23.81% 
RAS-Elman [41] 28.97% 8.26% 24.06% 
words-lvt2k-1sent [42] 28.35% 9.46% 24.59% 

• To provide a fair comparison, we evaluated the model on the multi-document 
summarization task of DUC-2004 that has an average length of 100 words (665 
characters) for each summary instead of 75 characters for the single-document 
summarization task. As shown in Table 5, the proposed model performs well and 
outperforms all the baselines, which asserts the feasibility of the proposed model to 
produce good summaries.  

Table 5. The proposed model performance using Word2Vec on Multi-document Summarization 
Task of DUC-2004. 

Model 
Word2Vec on DUC 2004 

ROUGE -1 ROUGE -2 
Ours (EMBAWEF) 40.23% 10.41% 
LEAD 32.42% 6.42% 
C SKIP[16] 38.81% 9.97% 
RNN[34] 38.78% 9.86% 
GRU+GCN [35] 38.23% 9.48% 

• The experimental results in Table 6 show that the model (EMBAWEF) performs 
better than the baselines on MSS 2015 dataset. Also, it outperformed the 
centroid-based model proposed by Rossiello et al. [16] used as a baseline in this work.  

• Fig. 4 demonstrates that the model with word2vec has outperformed the one with 
GloVe. 

  
Fig. 4. The proposed model EMBAWEF performance  

using GloVe and Word2Vec on DUC 2002 

• Finally, the EMBAWEF model achieved good ROUGE scores competing with the 
state-of-the-art models. Moreover, we consider an example of one of the extracted 
summaries from DUC 2002 using the model (EMBAWEF), shown in Appendix, Fig. 
5. 
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Table 6. The proposed model performance for English on MultiLing2015  

Model 
English 
ROUGE -1 ROUGE -2 

Worst 37.17% 9.93% 
Best 50.38% 14.12% 
C W2V [16] 50.43% 13.34% 
Ours (EMBAWEF) 51.59% 15.41% 

6. Conclusion and future work 

Traditional approaches to extract important information from a document rely heavily on 
human engineering features. In this paper, word embeddings are utilized to enhance the latent 
semantic analysis (LSA) input matrix weighting schemes. The proposed model, EMBAWEF, 
is used to compute the cell values for LSA input matrix. Applying Singular value 
decomposition algorithm on this matrix yields three matrices that are used to select sentences 
for the summary. The experimental results on the three datasets, DUC 2002, DUC 2004, and  
MultiLing 2015,  show that the proposed models improve the performance of LSA algorithm 
in document summarization, especially EMBAWEF. The results also show the applicability of 
the model to extract the important sentences from the source effectively. The model achieves 
higher ROUGE scores than several well-known approaches. Although the new weighting 
schemes are evaluated on the document summarization task, it can be used in other 
information retrieval and NLP applications such as text similarity and web search. In the 
future work, we will try to apply the proposed weighting schemes to enhance the performance 
of other information retrieval applications.  
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9. Appendix  

Fig. 6 is a snapshot from the implementation of this work in python 3.6. The example shows 
one representative document from DUC2002 (D081A/AP891103-0200) along with its gold 
and system summaries. It demonstrates that the model EMBAEF obtains a good performance 
identifying the key sentences in the document. 

 

Fig. 5. Example document, gold summary and system summary from DUC 2002 using 
EMBAWEF Model and word2vec 
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