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Abstract 
 

In recent years, the development of drone technologies has promoted the widespread 
commercial application of drones. However, the ability of drone to carry explosives and other 
destructive materials may bring serious threats to public safety. In order to reduce these threats 
from illegal drones, acoustic feature extraction and classification technologies are introduced 
for drone sound identification. In this paper, we introduce the acoustic feature vector 
extraction method of harmonic line association (HLA), and subband power feature extraction 
based on wavelet packet transform (WPT). We propose a feature vector extraction method 
based on combined HLA and WPT to extract more sophisticated characteristics of sound. 
Moreover, to identify drone sounds, support vector machine (SVM) classification with the 
optimized parameter by genetic algorithm (GA) is employed based on the extracted feature 
vector. Four drones’ sounds and other kinds of sounds existing in outdoor environment are 
used to evaluate the performance of the proposed method. The experimental results show that 
with the proposed method, identification probability can achieve up to 100 % in trials, and 
robustness against noise is also significantly improved. 
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1. Introduction 

The development of drones, officially called unmanned air vehicles (UAV), has captured 
increasing attention from hobbyists and investors in recent years [1]. Such drones have endless 
commercial applications such as in agriculture, photography, and numerous public services 
because of their relatively small size and the ability to fly without an on-board pilot. At the 
same time, they can also carry out chemical, biological, or nuclear attacks, or be employed to 
help smuggle drugs or illegal immigrants across the border, which may lead to security threats 
to public safety because they are small in size and fly low enough to elude conventional radar 
detection.  

To cope with threats from illegal drones, an efficient identification method for illegal drone 
monitoring is required. Those small drones produce typical characteristic sounds by their 
propellers, which can be the feature to distinguish the sounds of drone from other sounds, such 
as the sounds of birds and cars, etc. In recent years, many researchers have studied methods of 
acoustic feature extraction and classification. For feature extraction, Averbuch et al. [2] 
presents a method for acoustic detection of moving vehicles based on wavelets, and the feature 
extraction method of HLA for drone identification is introduced by Shi et al. [3]. Mel 
frequency cepstral coefficients (MFCCs) are extracted for speech recognition by Patel and 
Rao [4]. In order to identify acoustic features, several classification methods, such as the 
Bayesian classifier, the hidden Markov models (HMMs) [5], SVM [6], and K-nearest 
neighbor (KNN) are commonly used. In this paper, we use the HLA and WPT techniques for 
feature extraction. First, we briefly explain the reason that why we utilize the HLA and WPT 
techniques for feature extraction and after that Section 3 explains the procedures of these 
techniques in details. 

1.1 Reasons for Selecting the HLA and WPT Techniques to Recognize the 
Drone Sound 
The main reason of choosing the HLA technique in this paper to organize the local spectral 
peaks which exceed the noise level into families of harmonically related narrow band lines. 
The existence of a harmonic set shows the presence of a coupled harmonic signal source which 
is likely to be a flying drone. Only harmonically related peaks are selected in order to 
distinguish between the different drones sounds. In the spectral domain, the drones generate 
the acoustic signal waveforms that looks like narrow harmonic components. The feature 
vector is formed between the relationship of phase and amplitude of the harmonics. So, these 
harmonics contains some precise information which is related to the specific characteristic 
features for a drone. In case of WPT, the transform is computationally efficient, and the 
features extraction is done based on the signals emitted by the specific drone. The energy of 
the inherent blocks of the wavelet packet coefficients of the signals which is related to a 
specific frequency band is used to calculate the features set. 

1.2 Main Contributions 
• In the feature extraction stage, there are two schemes for feature vectors, one is HLA and 

the other is wavelet based, are applied. We introduce the acoustic feature vector 
extraction method of HLA, and subband power feature extraction based on WPT. 

• Combining the feature vectors extracted by these two procedures (HLA and WPT) is 
proposed in this paper. Hence, more sophisticated characteristics of sound can be 
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extracted by jointly feature vector extraction method based on combined HLA and WPT 
techniques. 

• Utilizing the feature vector extracted from sounds, SVM classification with the 
GA-based parameter optimization is employed for drone identification. Four drones’ 
sounds and other kinds of sounds existing in outdoor environment are used to evaluate 
the performance of the proposed method. 

• The experimental results validate that the proposed methodology show the significant 
improvement in identification probability and robustness against noise for drone sound 
recognition in practical noisy environment. 

 
The rest of this paper is organized as follows. In Section 2, we briefly review the existing 

contributions related to the topic of our interest. Section 3 presents the acoustic feature vector 
extraction methods to get the characteristics of each sound. The details of SVM classification 
technology for drone sound identification and the GA-based parameter optimization 
technology for SVM are provided in Section 4. In Section 5, we perform the experimental 
results with six trials, and compare the identification probabilities of various techniques. 
Finally, Section 6 concludes the paper. 

2. Related Work 
There are plenty of works have been proposed in the literature for UAVs network. This section 
briefly discusses the ample range of contributions related to UAV network. Many 
extraordinary advancements have been made in drones technology to widely deploy UAVs 
network. The 5G infrastructures based on the use of millimeter-wave radio modules, may be 
efficiently leveraged to offer the much-needed drone detection capabilities. In [7], author 
presented an approach to recognize the drones via sound emitted by their propellers utilizing 
MFCC and HMM techniques for feature extraction and classification, respectively. Many 
other techniques are available in the literature using the acoustic data for feature extraction. In 
[8], author develop machine learning based drone detector model that employ the SVM 
technique to recognize the drone. The real-time UAV sound detection and analysis is 
presented in [9]. Author used the plotted image machine learning (PIL) and KNN methods for 
transforming the data to detect the drone. In [10], author uses the Gaussian mixture model, 
convolutional neural network (CNN) and recurrent neural network for drone sound detection. 
The drone detection system is modelled by multiple acoustic nodes using the machine learning 
approach in [11]. In this model, Author used the short-term Fourier transform and MFCC 
technique for training. SVM and CNN were trained with the data collection in person. In [12], 
author designed a real-time artificial intelligence system for drone detection. The fast Fourier 
transform (FFT) is performed for sampling the real time data and PIL is utilized with detected 
audio sample to the server for drone detection. In [13], author presented two-dimentional 
model to estimate the minimum distance needed to facilitate an avoidance maneuver for 
spatial configuration. Moreover, the harmonic nature of acoustic generated by 
propeller-driven aircraft is used to increase the detection distance. In [14], authors evaluated 
the possibility of using sound analysis as the detection mechanism. The linear predictive 
scheme is used for drone sound detection. In addition, authors assumed the slope of frequency 
spectrum to minimize the false alarm and they proved it is useful in terms of false alarm. In 
[15], author proposes to exploit 5G millimeter-wave deployments to detect violating amateur 
drones. In [16], author proposes optical flow as benchmark scheme for amateur done motion 
detection utilizing the monitoring drone camera. The modulation classification and 
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signal-strength based localization of amateur drones by utilizing surveillance drones is 
discussed in [17]. In [18], the author discusses the capabilities of the existing detection, 
tracking, localization, and routing schemes. The author describes that multiple UAVs can 
work as a cooperative team. This cooperation is not only useful in object detection but also 
sharing the information for jointly surveillance, sensor data collection, navigation, and 
collision avoidance, etc. 

It should be noted that the safety regulations, bandwidth, and spectral allocation are also 
important issues for multi-UAVs system and applications. The increasing demand of new 
devices for wireless and cellular networks are making the problem of spectrum scarcity. To 
resolve the problem of spectrum scarcity, the author suggested the solution in [19] by 
harnessing the white spaces of licensed an unsilenced spectrum using the cognitive radio 
technology. Many UAV applications such as traffic surveillance, crop monitoring, border 
patrolling, disaster management, and wildfire monitoring can be supported by the cognitive 
radio technology.  

In order to design the aerial networks, the pros and cons of the pre-existing technologies 
have been addressed in [20]. In [21] and [22], the authors emphasis on the specific application 
of UAV systems such as disaster response and traffic surveillance, respectively. In [23], 
author proposed a drone plane for monitoring and targeting the criminals using the real time 
image processing technique. A visual-based approach is adopted in [24] to detect the UAV by 
using the template matching and morphological filtering. To maximize the detection range and 
focus on long range scenarios, the morphological filtering has proven as important component 
adopted for image processing [25 - 26].  

 It is important factor that UAV system should be secured against malicious factors. It is 
necessary to guarantee that the package carrying by the UAV will not be intercepted on the 
way of client. Hence, safety measures should be taken against the malicious attack as well as 
traffic interference and communication should be allowed only secure channels. 

Multiple UAVs are intended to be part of future air space traffic. Hence, reliable 
communication and networking is important in allowing successful coordination of aerial. 
However, still many issues need to be addressed for UAV commercial application.  Hence, 
further contributions are required to fulfil the quality of services demands for multiple UAVs 
system.  Unlike the resource allocation and interference mitigation schemes in [27 - 45], this 
paper addresses HLA and WPT based drone sound recognition in practical noisy. 

3. Techniques for Acoustic Feature Vector Extraction 
To distinguish the sound of drone from other sounds, the acoustic features of the sound should 
be extracted. Therefore, the primary task for drone identification is to extract robust features 
containing specific information of each sound. The feature extraction is to acquire the most 
related information from the original data and designate that information in a lower 
dimensionality space. When the input data to an algorithm is too large to be processed and it is 
supposed to be redundant (much data, but not much information) then the input data will be 
transformed into a reduced representation set of features (also named features vector). 
Transforming the input data into the set of features is called feature extraction [46], [47]. The 
purpose of feature extraction is not only to reduce the dimensionality but to additionally 
extract more useful/dominant information hidden in the signals by avoiding unnecessary or 
redundant information. In relation to signal processing, usually a signal is pre-processed to 
remove noise, interferences, and artifacts before performing feature extraction. After the 
features are extracted, classification is performed based on the selected features. The 
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performance of the classifier depends on both how well the signals have been pre-processed 
and how aptly the features have been extracted. In this section, we explain the procedures of 
acoustic feature extraction using the HLA, WPT and the combination of HLA & WPT 
techniques. 
 

3.1 HLA Feature Extraction Procedure based on Spectrogram 
Our identification target is the small, low-flying drone, which tends to emit strong harmonic 
lines produced by its propeller [48]. Therefore, those harmonically related signal components 
in the spectral domain are used to construct an acoustic feature vector for sound identification 
via HLA [3]. 

In practice, most acoustic signals are time-variant and non-stationary. To get the 
spectrogram in the time-frequency domain, we use short-time Fourier transform (STFT). 
Given a sampled sound sequence, the spectrogram can be calculated through STFT by 
dividing a long-time sound sequence into multiple short data frames of equal length by 
window, and then computing the Fourier transform separately on each short data frame [49]. 
The STFT can be expressed as  
 

( )STFT{ [ ]} , [ ] [ ]exp( )
n

x n m w x n w n m jwn
∞

=−∞

≡ − −∑                              (1) 

 
where x[n] and [ ]w n  are the sound sequence and window function, respectively.  

To extract the harmonic feature from spectrograms, the local maxima bins in each frame can 
be located by traversal. If the local maxima are greater than some predefined threshold 
estimated from local background noise, the bins are labeled as spectra peaks. The harmonic 
relationships of those peaks are grouped together to form a feature vector set, which is the 
unique “pattern” of each sound source. To determine the harmonic relationships of the spectra 
peaks, each detected peak, in turn, is assumed to be the fundamental. After finding the 
harmonic of the current fundamental from the remaining peaks, the amplitudes of the strong 
harmonic set can be seen as the harmonic feature vector set. In order to minimize the influence 
of propagation distance, the feature vector is normalized by the magnitude of the highest 
harmonics. Finally, the feature vectors from each data frame are statistically averaged to form 
a feature vector of the sound. A block diagram of the above process is summarized in Fig. 1. 
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Fig. 1. HLA feature extraction process. 
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3.2 Wavelet-based Feature Extraction Procedure 
In practice, the acoustic signal recorded from drone is quasi-periodic. In signals from the same 
source, there exist some dominating frequencies, which may vary in narrow frequency bands, 
but remain stable to some extent [50]. Hence, the distribution of the energy of acoustic signals 
over different areas in the frequency domain can provide a reliable characteristic signature for 
classification. 

As the extension of wavelet transform, which provides multi-resolution time-frequency 
analysis for signal [51], WPT decomposes the detail coefficients (high-frequency 
components) and approximation coefficients (low-frequency components) of signals by 
wavelet basis. From N-level WPT, which decomposes signal energy on different 
time-frequency planes, we can get the wavelet packet coefficient. The integration of the square 
amplitude of those wavelet packet coefficients is proportional to the power of the frequency 
band. Therefore, the acoustic feature vector of sound related to subband power can be 
extracted via WPT:  

 

                             
2

( )n n
j jk

E x k=∑                                                        (2) 

 

where n
j ( )x i  is the thn  wavelet packet coefficient at the thj  level, and k  is the shift factor in 

the WPT. Similar to the HLA procedure, after the acoustic feature vector is extracted, it is 
normalized by the magnitude of the highest power. 

3.3 Feature Vector Extraction based on the combined HLA and WPT Technique 
To accurately distinguish sounds of drones from other sounds, the feature vector of the sound 
should contain enough information and characteristics of each sound. Moreover, Wuand 
Mendel [52] show that several different features extracted from sound can facilitate further 
classification. Therefore, we propose feature vector extraction based on combined HLA and 
WPT to acquire not only harmonic features but also the subband power feature based on WPT 
to increase the discriminability of sounds. The feature vector extracted by this method is 
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Fig. 2. Combining HLA and Wavelet-based feature vectors. 



5084                                                                He et al.: SVM-based Drone Sound Recognition using the Combination of 
HLA and WPT Techniques in Practical Noisy Environment 

where , 1, 2, ...,=iH i M is the thi  element in the harmonic feature vector with length M  
extracted by HLA, and n

jE  is the subband power calculated by Formula (2). 
In this method, the harmonic feature vector of sound is extracted by the HLA procedure 

after STFT. And the subband power feature vector is also extracted by calculating subband 
power according to the wavelet packet coefficient of WPT. The final feature vector of sound is 
formed by combining the feature vectors of HLA and subband power based on WPT, as shown 
in Fig. 2. Complexities for the optimization of feature extraction and training in the next 
section may not be problematic, because the optimization procedure will be performed prior to 
real-time identification. 

4. Identification of Drone Sound by SVM Classifier 
To classify sounds through the feature vector extracted from sound, we need to construct a 
classifier, trained by the feature vectors and the class labels of known sounds. After training, 
the classifier formed with some classification criterion can be used to predict the class of 
sound without class label. As a widely used method for data classification, SVMs map feature 
vectors in low-dimensional space into a defined high-dimensional space through a kernel 
function, and find the best hyperplane by learning from experimental data to separate given 
points into two predefined classes [6]. 

4.1 Reasons for Choosing the SVM Classifier for Drone Sound Recognition 
The main reason for selecting the SVM classifier is the discriminative approach that depends 
on two assumptions. First, the high-dimensional transforming data can be easily converted 
into the simple problem utilizing the linear discriminant function. Second, SVM use only such 
training patterns which are closely to the decision surface that deliver valuable information. 
Moreover, the real strength of SVM is the kernel trick which is very helpful to solve any 
complex problem. Hence, SVM woks well even there is no idea on the data and it scales 
relatively well to high dimensional data. 
 

4.2 Support Vector Machine Classification 

Given a training set ( , ),  1, 2, ...,=i iy i lx , where n
i R∈x  is the feature vector, and 

}{iy 1, 1∈ −  is the label associated with ix , for the two-class linearly separable case, the data 

points will be correctly classified by a hyperplane, 0T b+ =w x . All the data points satisfy the 
classification criterion:  

 
( ) 1T

i iy b+ ≥w x                                                             (4) 
 

The SVM finds an optimal separating hyperplane with the maximum margin by solving the 
following optimization problem:  
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where the non-negative slack variables  are introduced to deal with the error caused by noise 
or misclassification of the training set, and  is the penalty parameter, which is applied to 
control overfitting. 

An efficient method to solve this optimization problem is constructing a dual problem by 
introducing Lagrange multiplier : 

 

              (6) 

 
By the saddle point of the Lagrange function, formula (5) can be transformed to: 
 

                                       (7) 

 
 

The solution  of formula (7) determines the parameters  and  of the hyperplane. Thus, 
we get the mathematical expression of the classifier as 
 

                                                (8) 

 
where  is a kernel function for mapping the training feature vectors 
into some higher-dimensional feature space. In this way, the complex non-linear separable 
problem in the feature space becomes a simple linear separable problem in the 
higher-dimensional feature space, as shown in Fig. 3. The widely used kernel function in 
many classification problems is a radial-basis function (RBF), which always provides good 
classification performance. Therefore, we choose the RBF kernel function, which is shown in 
formula (9) for SVM: 
 

                                               (9) 
 
 

 

 
Fig. 3. Non-linear separable data become linear separable data in higher-dimensional space. 
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4.3 GA-based Parameter Optimization for SVM 

In SVM, there are two parameters that will influence classification performance, and that 
should be determined before training the classifier; one is the penalty coefficient, C , in 
Formula (7), and the other is the RBF kernel function coefficient, γ , in Formula (9). C  

controls the tradeoff between maximizing the geometric margin of two classes and minimizing 
the data point deviation, whereas γ  implicitly determines the distribution of the data mapped 
to the new feature space. 

To optimize these two parameters, we introduce a method of GA-based parameter 
optimization [53]. GA is an evolutionary algorithm based on the mechanics of natural 
selection and genetics for optimization. According to GA, each pair of values for these two 
parameters is considered individual. Initial individuals are generated randomly, and then for 
each generation, the existing individuals are selected by fitness function. The fitter individuals 
are selected and modified (through crossover and mutation) to form a new generation. At the 
end of the evolution, the individual with the highest fitness is chosen as the SVM parameter. 
To judge the fitness of each individual (the value of two parameters), we use v-fold 
cross-validation as the fitness function. In this method, the training set is randomly divided 
into v  subsets of equal size. Among them, one subset is tested using the classifier trained on 
the remaining 1v −  subsets, in turn, until all subsets are tested once. The fitness of each 
individual is the percentage of correctly classified data in cross-validation out of the total 
amount of data in the training set. The overall flow chart for feature extraction and 
classification is given in Fig. 4. 
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Fig. 4. Overall flow chart for feature extraction and classification. 
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5. Experimental Results and Performance Evaluation 

5.1 Description on Experiment Setup 
In the following experiments, recorded sounds from four drones and several other sounds 
downloaded from a public audio database are utilized to evaluate the performance of drone 
identification. The four drones we use are a SYMA X5SW (Drone 1), a BYROBOT Drone 
Fighter (Drone 2), a WLtoys Skywalker (Drone 3), and a DJI Phantom 3 Professional 
(Drone4). Other sound sources, which could be interference with drone identification in the 
outdoor environment, are cars, birds, rain, and planes. We recorded sounds three times for 

each drone, labeling them Drone i_1 , Drone i_2 , and Drone i_3 , where i  is the index of the 
drone. We choose six sounds for cars and four sounds for birds, rain, and planes, named Car 1, 
Car 2, etc. Among them, the four sounds for planes are Helicopter (Plane 1), Boeing 737 
(Plane 2), Boeing 747 (Plane 3), and Airbus A320 (Plane 4). 

The length of each sound we use is 6 s, with 44.1 KHz sampling frequency. Each sound is 
divided into 50 samples with the same length (0.12 s). To extract the HLA feature vector, each 
sample is divided into short data frames with a length of 0.02 s and the overlap factor between 
adjacent frames is 0.5. Then, the 1024-point fast Fourier transform (FFT) is computed at each 
data frame. By using the HLA procedure, a 45-component harmonic feature vector is extracted. 

Table 1. Five methods of feature extraction and classification. 
 Feature vector extraction method Classification method 
HLA + SVM HLA SVM with default parameter 
HLA + SVM with GA HLA SVM with optimized parameter by GA 
Wavelet + SVM Wavelet-based feature extraction SVM with default parameter 
Wavelet + SVM with GA Wavelet-based feature extraction SVM with optimized parameter by GA 
(HLA + Wavelet) + SVM 
with GA 

Combine HLA and Wavelet-based 
feature vector 

SVM with optimized parameter by GA 

 

Table 2. Training set in each trial. 
 Training set  Training set 

Trial 1 

Drone 1_1, Drone 1_2, Drone 1_3 
Drone 2_1, Drone 2_2, Drone 2_3 
Drone 3_1, Drone 3_2, Drone 3_3 
Car 1, Car 2, Car 3, Car 4, Car 5 

Bird 1, Bird 2, Bird 3 
Rain 1, Rain 2, Rain 3 

Plane 1, Plane 2, Plane 3 

Trial 2 

Drone 1_1 
Drone 2_1 
Drone 3_1 

Car 1, Car 2, Car 3, Car 4, Car 5 
Bird 1, Bird 2, Bird 3 
Rain 1, Rain 2, Rain 3 

Plane 1, Plane 2, Plane 3 

Trial 3 

Drone 1_1, Drone 1_2, Drone 1_3 
Drone 2_1, Drone 2_2, Drone 2_3 
Car 1, Car 2, Car 3, Car 4, Car 5 

Bird 1, Bird 2, Bird 3 
Rain 1, Rain 2, Rain 3 

Plane 1, Plane 2, Plane 3 

Trial 4 

Drone 1_1, Drone 1_2, Drone 1_3 
Drone 2_1, Drone 2_2, Drone 2_3 

Car 1, Car 2, Car 3 
Bird 1, Bird 2 
Rain 1, Rain 2 

Plane 1, Plane 2 

Trial 5 

Drone 1_1, Drone 1_2, Drone 1_3 
Car 1, Car 2, Car 3, Car 4, Car 5 

Bird 1, Bird 2, Bird 3 
Rain 1, Rain 2, Rain 3 

Plane 1, Plane 2, Plane 3 

Trial 6 

Drone 1_1, Drone 1_2, Drone 1_3 
Car 1 
Bird 1 
Rain 1 
Plane 1 
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At the same time, a 32-component subband power feature vector is extracted, based on the 
wavelet packet coefficient of a five-level WPT with a Daubechies wavelet. 

With the feature vector extracted from the sounds, six trials are performed with different 
training sets in order to train the SVM classifier. The training set for each trial is shown in 
Table 1. To identify the sound of the drone, we use two-class SVM classification, where class 
1 contains drone sounds labeled 1, and class 2 contains other sounds (including all the sounds 
of cars, birds, rain, and planes, labeled -1). To compare the classification performance, the 
testing sets for all the trials are same, including Drone 4_1, Drone 4_2, Drone 4_3, Car 6, Bird 
4, Rain 4, and Plane 4. 

Our experiments are carried out in the Matlab R2015a development environment by 
extending the Libsvm toolbox, which is originally designed by Chang and Lin (2001). In each 
trial, five different methods are used, as shown in Table 2. SVM classification parameters C  
and γ  in the first and third methods use the default values in Libsvm, i.e., 1C =  and =1 / kγ , 
where k  is the dimension of the feature vector. In other methods using SVM with GA, the 
population of the GA in each generation is 30, and the total evolutional generation is 100. 

5.2 Recognition Results and Performance Evaluation 
The experimental results from six trials with five methods are shown in Fig. 5. The vertical 
coordinate is the identification probability, which is the proportion of the number of correctly 
predicted data by classifier out of all the testing data. Here, we only show the identification 
probability for drone sounds for two reasons. First, in our experiment, the sounds of the drone 
belong to class 1, which has the specific feature of drones, while all the other sounds belong to 
class 2, which occupies the majority of the feature space, because it contains many features of 
different sound sources. Under this background, the proportion of other sounds misclassified 
as class 1 (false alarm) is much lower than the probability of drone sounds misclassified as 
class 2 (missed identification). Another, and also the dominating reason is that, in the drone 
identification system, false alarm is negligible, because the further drone identification 
procedure can easily eliminate those errors, but the missed identification can leave a threat 
from an illegal drone. 
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Fig. 5. Identification probability by various feature extraction and classification methods. 
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As shown in Fig. 5, the identification probability in Trial 1 is the highest, even up to 100 %, 
because more training data are input in Trial 1 to train the classifier, which is a more accurate 
hyperplane from which to distinguish the sounds of drone from other sounds.  

Comparing Trial 3 with Trial 1, there is one less type of drone sounds, and the performance 
decreases by only about 1 %, whereas comparing Trial 5 with Trial 3, there is also one less 
type of drone sounds, but the performance decrease by around 20 %. We see that when we use 
more kinds of sounds for drones, the identification performance will be better, especially when 
the kinds of sounds in the training set are fewer. Comparing Trial 2 with Trial 1, the kinds of 
sounds are the same, and there are more sounds for each drone in Trial 1, which gets the 
approximate 10 % improvement in identification probability. In addition, comparing Trial 3 
and Trial 4, or Trial 5 and Trial 6, we find that with the same drone sounds for training, if we 
add other sounds, the identification performance can also be improved.  

For all the trials, the (HLA + Wavelet) + SVM with GA method get the best identification 
performance, which even reached 100 % in Trial 1. With same feature vector method, the 
identification performance of the classification method using SVM with GA is much better 
than using SVM without GA. And with the same classification method, the method of 
combining HLA and wavelet-based feature extraction is better than separate HLA or 
wavelet-based feature extraction.  

In addition, we also test the robustness of each method against additive white Gaussian 
noise (AWGN) using the test sounds with different signal-to-noise ratio (SNR), which add 
AWGN to the original sound of the drone recorded. The identification probability of each 
method in Trial 1 by varying SNR is shown in Fig. 6. The identification probabilities for all 
methods are enhanced sharply when SNR is less than 4 dB, and growth slowly, or level off, 
when SNR is greater than 4 dB. Similar to the results without AWGN, the identification 
probability of (HLA + Wavelet) + SVM is the best under various noise environments (greater 
than 95 % when SNR equals 2 dB). 

6. Conclusions 
To reduce threats from illegal drones, capable acoustic feature extraction and classification 
techniques are used for drone sound identification. The acoustic feature extraction method of 
HLA and wavelet-based subband power based on WPT is introduced in this paper. In addition, 
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Fig. 6. SNR versus identification probability. 
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to improve identification performance, a feature extraction method based on the combined 
HLA and WPT is proposed. Furthermore, utilizing the feature vector extracted from sounds, 
SVM classification technology and GA-based parameter optimization for SVM are employed 
for drone sound identification. The experimental results show that as we add more data to train 
the classifier, identification performance can be improved to 100 % from 75.3 %. Compared 
with other methods, the method we propose, which uses combined HLA and WPT for feature 
extraction and SVM with GA for classification, achieves the highest identification probability, 
even up to 100 %. In addition, we also test the robustness of each method by varying SNR, and 
the experimental results show that under AWGN environment, the method we propose 
achieves adequate identification performance of more than 95 % at 2 dB SNR. 

Acknowledgements 
This work was supported by Inha University Research Grant. 

Conflicts of Interest  
The authors declare that they have no conflict of interest. 

Abbreviations 
HLA  Harmonic Line Association 

WPT  Wavelet Packet Transform 

SVM  Support Vector Machine 

GA  Genetic Algorithm 

UAV  Unmanned Air Vehicles 

MFCCs              Mel Frequency Cepstral Coefficients 

HMMs  Hidden Markov Models 

KNN  K-nearest Neighbor 

PIL                   Plotted Image Machine Learning 

CNN                 Convolutional Neural Network 

STFT  Short-time Fourier Transform 

RBF  Radial-basis Function 

FFT  Fast Fourier Transform 

AWGN  Additive White Gaussian Noise 

SNR  Signal-to-noise Ratio 
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