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Abstract

Cloud computing promises high performance and cost-efficiency. However, most cloud infrastructures operate at a low utilization, which greatly adheres cost effectiveness. Previous works focus on seeking efficient virtual machine (VM) consolidation strategies to increase the utilization of virtual resources in production environment, but overlook the under-utilization of backup virtual resources. We propose a heuristic time sharing policy of backup VMs derived from the restless multi-armed bandit problem. The proposed policy achieves increasing backup virtual resources utilization and providing high availability. Both the results in simulation and prototype system experiments show that the traditional 1:1 backup provision can be extended to 1:M (M>>1) between the backup VMs and the service VMs, and the utilization of backup VMs can be enhanced significantly.
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1. Introduction

An increasing amount of computing is now shifted to the public clouds such as Amazon’s EC2 [1], Windows Azure [2], and Google Compute Engine [3], or to private clouds managed by frameworks such as VMware vCloud [4] and OpenStack [5]. While appreciating the expediency in the cloud environment, complex bugs rooted in software stacks, continually changing environment and random hardware failures could lead to increasing difficulties in availability assurance. Failures and their impacts on system performance and operation costs are becoming an increasingly important concern for system designers and administrators [6-7]. According to Cerin’s study [8], software failures have led up to tens of millions of dollars loss in current mainstream cloud systems including Amazon, Windows Azure, Google App, etc. In order to ensure the agreed level of availability in the cloud, providing backup resources is commonly adopted by cloud operators [9]. Even though the weakest fault-tolerant methodology called 1-resilient virtual machine (VM) [10] is employed, additional n VMs will be deployed simultaneously when there are n service VMs in the cloud system. However, excessive backup resources leads to underutilized computing resources as well as high operation and maintenance cost in cloud infrastructures. The overpaid equipment procurement and energy expenditure cannot be neglected. Both researchers and engineers in academia and industry focus on seeking efficient VM deployment and VM consolidation strategies in order to reduce the capital cost in the cloud platform. For instance, Ahn et al. [11] proposed a novel auto-scaling mechanism which can automatically allocate virtual resources on an on-demand basis in real-time healthcare applications. However, the underutilization of backup virtual resources are ignored.

Previous researches indicate that failures are sparse for a single service VM [12], and the corresponding backup VM is idle in most of the time. Although handling these rare failures is extremely important for ensuring the availability of software, the associated high cost for providing a backup VM for each service VM may not be necessary. Provisioning cost effective backup infrastructures in the cloud system based on these failure characteristics poses interesting research challenges.

This paper brings forth a novel idea called time sharing of backup VMs. We try to utilize a backup VM to provide backup service for multiple failed service VMs. Thus, we can reduce the number of deployed backup VMs, the required power provisioning and the maintenance expenses. By improving the backup resources utilization through time sharing, we reduce the total cost of ownership (TCO) for building and operating the cloud platform.

However, sharing backup VMs is very complicated. Firstly, there are a large number of, maybe thousands of, backup VMs in a large-scale cloud system. Establishing a behavior model for each backup VM will eventually result in a super high dimensional problem, which is well known to be intractable due to the exponential computation complexity. Secondly, in the cloud system, multiple service VMs may fail simultaneously at any
moment. Selecting as many idle backup VMs as possible to provide backup services is worthy of thinking carefully. Thirdly, due to dynamics of service VM failures, on-line and real-time scheduling strategy is of necessity. Fourthly, we must guarantee that the time sharing of backup VMs would not cause significant decrease in terms of system availability. Therefore when the number of backup VMs is fixed, figuring out the upper bound of service VMs which can be scheduled to the backup VMs is also a difficulty.

To solve this challenging problem, we first formalize the time sharing problem of backup VMs as a two-state restless multi-armed bandit (RMAB) process. Then, the intractable n-dimensional optimization problem is decomposed into n one-dimensional problems by leveraging a heuristic policy. Based on the VM failure and restoration models, a heuristic time sharing policy is developed to tackle both homogeneous and heterogeneous cases. In the homogeneous case, each service VM evolves as an independent and identically distributed Markov process, while in the heterogeneous case, each service VM evolves as an independent and non-identically distributed Markov process. Through the validation in simulation experiments, the proposed policy extends the traditional 1:1 backup provision to 1:M (M>1) between the backup VM and the service VMs with guaranteed backup of failed service VMs to ensure the system availability and the utilization of backup resources can be increased significantly.

This paper is organized as follows. Section 2 describes the background information and the motivation. The time sharing backup VMs problem is formulated in Section 3. Section 4 presents the heuristic time sharing policy of backup VMs and proves the optimality conditions of the proposed policy. Section 5 shows the evaluation results of the heuristic time sharing policy in simulation experiment and a prototype system. Section 6 presents the related work. Section 7 concludes this paper.

2. Background and Motivation

Before the detailed description of the problem and policy developed in this paper, this section introduces the failure and restoration models of VMs, RMAB problem and motivation.

2.1 Failure and Restoration Model

During the lifetime of a software system, failures occur due to several reasons including software bugs, hardware failures, power outage, external environment changes, network jam and human operations [13]. Features of software failures and restorations have so long been an open topic in the field of software availability. Researchers view the sequence of failure events as a stochastic process and study the time distribution between failures [14]. Another important factor affecting software availability is the restoration time. It has been shown that the time between failures is modeled well by Weibull distribution [12,15] and Poisson distribution [16-18], and the restoration time is well modeled by Lognormal distribution [12]. In order to be applied to various failure and restoration scenarios, this paper discusses the situations in both homogeneous and heterogeneous cases. In the
homogeneous case, the states of each service VM evolve according to the same failure model and restoration model, while in the heterogeneous case, the states of service VMs evolve according to different distribution models.

2.2 RMAB

The classic multi-armed bandit (MAB) problem came from gamble games, originally proposed by Robbins [19] in 1952. It can be seen as a sequential resource allocation problem. In the standard MAB problem, a player operates only one arm out of K independent arms in each time slot and obtains a reward determined by the state of the operated arm. Only the operated arm changes its state, while the states of the unoperated arms remain frozen. It was Whittle who first suggested extending the concept of the traditional MAB problem and proposed the concept of RMAB by allowing the state of a bandit to evolve even if the bandit is not operated [20]. In recent years, RMAB problem is further extended and applied in a broad range of applications. For example, RMAB is employed to design an optimal channel sensing policy in cognitive radio networks [21-24], to make an optimal investment strategy in financial investment [25] and to schedule an optimal target tracking in modern radar systems [26]. We employ the stochastic optimization model based on RMAB to formulate the time sharing of backup VMs. This paper studies the optimal allocation of backup virtual resources in the cloud system based on RMAB.

2.3 Motivation

The strategy for the time sharing of backup VMs is fundamentally based on two facts, namely the sparse failures of a single VM and the dense failures of a large number of VMs. The cumulative distribution of time between failures is shown in Fig. 1 [12]. It can be observed from Fig. 1 that 80% of the times between failures at a node fall in the range of 3-300 hours. Because there are thousands of nodes in a cloud system, failures become frequent in each time slot. Thus, if a backup VM is shared by multiple failed service VMs

Fig. 1. The cumulative distribution of time between failures cited from [12]

Fig. 2. The basic idea of time sharing of backup VMs
during its idle periods, the utilization of backup resources can be significantly improved. The basic idea of the time sharing of backup VMs is presented in Fig. 2. Backup VM is shared by VM-A and VM-B. During the time slots $t_1 - t_4$, VM-A and VM-B can efficiently share Backup VM, while in time slot $t_5$, VM-B will be invalid because VM-A is dispatched to Backup VM. Thus, the essence of time sharing of backup VMs is to mandate studying the backup assurance of failed service VMs in order to guarantee the system availability. In this paper, we propose a heuristic policy to select as many free backup VMs as possible for failed service VMs in each time slot, and to meet availability constraints with the limited number of backup VMs.

3. Problem Formulation

In the cloud system, some service VMs running applications with the requirement of super high availability are provided with dedicated backup VMs, while other service VMs without the requirement of super high availability are not provided with dedicated backup VMs. When a backup VM is not occupied by its dedicated service VM, it can be used by a failed service VM, which is called time sharing of backup VMs.

A backup VM is capable of providing backup service for several service VMs in different time periods when multiple applications are deployed on it. The time sharing of backup VMs can be achieved by starting a specific application on demand. For instance, a backup VM hosts both Tomcat and Apache HTTPD services. When a service VM running Tomcat fails, new requests can be delivered to the backup VM using request redirection technique. The ongoing Apache HTTPD service can be achieved in a similar way when the backup is needed. Deploying all the services on a single backup VM is impossible because there are a large number of various services in a cloud system. Hence, we propose a concept of “shadow backup VM”. What sharing backup VMs means is to share the shadow backup VMs.

Definition 1 (Shadow backup VM): A shadow backup VM is defined as the reserved physical resources for the backup purpose of specific VMs.

A shadow backup VM is a bulk of physical resources which are able to accommodate with specific VMs. For example, a shadow backup VM is configured with 2 vcpu, 1GB memory and 300Mbps bandwidth. Then this backup VM can work for service VMs with the configuration of CPU≤2 vcpu, memory≤1GB and bandwidth≤300Mbps. In this paper, we solely address the sharing of identical shadow backup VMs.

Two more definitions are proposed for explicit depiction of the problem formulation.

Definition 2 (Primary VM): The primary VM represents the service VM with a dedicated backup VM.

Definition 3 (Secondary VM): The secondary VM represents the service VM without any dedicated backup VM and can occupy an idle backup VM which is dedicated to a primary VM.

Markov-based models are frequently adopted to analyze the availability of complex systems [27]. This kind of model usually recognizes the system as a stochastic process with several states. These states are generally classified into two groups according to the
degradation degree of a system, namely a group of normal states in which the system is available and a group of failure states in which the system is unavailable [28]. With a Markov-based model, some close-form analytical results could be obtained. Based on this model, we formulate the software system as a simple two-state Discrete Time Markov Chain.

At the beginning, \( N \) primary VMs are allocated with \( N \) backup VMs in the form of 1:1 mapping. Thus the availability of the \( N \) primary VMs is guaranteed. There are two states, “normal” (1) and “failure” (0), for each primary VM. There are also two states, “idle” (1) and “busy” (0), for each backup VM. The states of the \( N \) backup VMs can directly reflect the running status of the \( N \) primary VMs. When a backup VM is idle, the corresponding primary VM is in the normal state; otherwise, when a backup VM is busy, the corresponding primary VM is in the failure state. The idea of time sharing of backup VMs allows a failed secondary VM to use a backup VM which is not occupied by its dedicated primary VM. In each time slot, a backup VM is selected only when a backup VM is idle, i.e., the corresponding primary VM stays in the normal state. Thus, a two-state Markov model is sufficient for modeling the software system from the viewpoint of backup VM utilization. This simple two-state Markov chain is reasonable and strongly supported by employing the “belief state” [29] which is detailed in Section 4.1. Moreover, the proposed two-state Markov process makes it possible to analyze the VM backup problems mathematically.

Let \( s_j(t) \) denote the state of backup VM \( j \) in time slot \( t \), where \( j \in \{1,2,\ldots,N\} \). Then \( S(t) = \{s_j(t), j \in \{1,2,\ldots,N\}\} \) is the set of states of the \( N \) backup VMs in time slot \( t \). Each backup VM evolves as an independently distributed two-state discrete-time Markov chain as showed in Fig. 3. The state-transition matrix of backup VM \( j \) is represented by \( P_j \) as:

\[
P_j = \begin{bmatrix} p_{00}^j & p_{01}^j \\ p_{10}^j & p_{11}^j \end{bmatrix} = \begin{bmatrix} p_{00}^j & 1 - p_{00}^j \\ p_{10}^j & 1 - p_{10}^j \end{bmatrix}
\]

\[\text{(1)}\]

![Fig. 3. The state-transition of backup VMs](image)

In each time slot, some backup VMs are selected. Then live migration is employed to schedule failed secondary VMs to the selected idle backup VMs. Considering limited computing resources such as CPU and network bandwidth, the number of selected backup
VMs is constrained in each time slot. It is assumed that only \( K(1 \leq K \leq N) \) backup VMs can be selected in each time slot. Let \( A(t) \) denote the decision policy in time slot \( t \), which is a set of selected backup VMs and \( |A(t)| = K \). Under the decision policy \( A(t) \), a reward \( R(S(t)) \) can be obtained. We define \( R(S(t)) \) as \( R(S(t)) = \sum_{j \in A(t)} \delta_j(t) \). When a selected backup VM is in state “1”, one unit of reward is gained and a failed secondary VM can occupy the idle backup VM. Otherwise, no reward can be obtained.

When the system is running in a steady state, primary VM \( j \) falls into the “normal-failure” circulation process and its dedicated backup VM falls into the “idle-busy” circulation process correspondingly. In a cycle, the times spent on states “1” and “0” of backup VM \( j \) are defined as:

\[
T^j_1 = E(D^j_1), \quad T^j_0 = E(D^j_0)
\]  

(2)

where \( D^j_1 \) and \( D^j_0 \) denote the probability distributions of the time lengths that primary VM \( j \) is in the normal and failure states, respectively, in a cycle. \( E(\cdot) \) represents the expectation operator.

The times spent on state “1” or “0” can be discretized into a series of “1” or “0”, as shown in Fig. 4. Each “1” or “0” means backup VM \( j \) is in state “1” or “0” in the corresponding time slot.

![Discretized representation of backup VM “idle-busy” cycle](image)

**Fig. 4.** Discretized representation of backup VM “idle-busy” cycle

Furthermore, the probabilities in states “1” and “0” can be given by:

\[
\pi^j_1 = \frac{\tau^j_1}{\tau^j_0 + \tau^j_1}, \quad \pi^j_0 = \frac{\tau^j_0}{\tau^j_0 + \tau^j_1}
\]  

(3)

The state-transition matrix of backup VM \( j \) in the steady state can be given by:

\[
P^j = \begin{bmatrix}
p^j_{00} & p^j_{01} \\
p^j_{10} & p^j_{11}
\end{bmatrix} = \begin{bmatrix}
\frac{\tau^j_{0-1}}{\tau^j_0} & \frac{1}{\tau^j_0} \\
\frac{1}{\tau^j_1} & \frac{\tau^j_{1-1}}{\tau^j_1}
\end{bmatrix}
\]  

(4)

According to the Markov steady state equation, namely \( SP = S \), the probabilities of backup VM \( j \) in states “1” and “0” are
The decision policy over time slots is given as \( \pi = \{A(t), t \in \{1, 2, ..., T\}\}. \) The main purpose in this paper is to find the optimal decision policy \( \pi^* \) that maximizes the total expected discounted reward over \( T \) time slots. The following equation gives the formal definition of the optimal decision policy:

\[
\pi^* = \arg \max_{\pi} E[\sum_{t=1}^{T} R_\pi(S(t))]
\]

where \( R_\pi(S(t)) \) is the reward collected in time slot \( t \) under the decision policy \( \pi \).

### 4. Problem Solving

In this section, we first present our simple and effective heuristic time sharing policy. Then the optimality in both homogeneous and heterogeneous cases is proved. At last, we briefly analyze the complexity of the proposed policy.

#### 4.1 Heuristic Time Sharing Policy

In each time slot, as only \( K \) out of \( N \) backup VMs can be selected and observed, the state information of all the backup VMs cannot be obtained completely. Hence, the decision policy has to infer the backup VM states from its past decision and observation history so as to make its future decision. We employ the concept “belief state” \([29]\) commonly used in partially observable Markov decision process to represent the sufficient statistical characteristic of a backup VM. The backup VM belief state vector is defined as \( \Omega(t) = \{\omega_1(t), ..., \omega_N(t)\} \), where \( 0 \leq \omega_j(t) \leq 1 \) is the conditional probability that backup VM \( j \) is in state “1” \( (s_j(t) = 1) \) in time slot \( t \), given all past states, actions and observations. The belief state can reveal the degradation process of a software system. Specifically, the belief states of backup VMs implicitly split the VM states (i.e., \( \{0, 1\} \)) into many continuous states (i.e., \([0, 1]\)) indicating the failure probability of the dedicated primary VMs. Due to the Markov nature of the backup VM state-transition process, the belief state of backup VM \( j \) can be updated recursively with Bayes rule as follows:

\[
\omega_j(t + 1) = \begin{cases} 
p_{01}^j & \text{if } j \in A(t), s_j(t) = 0 \\
p_{11}^j & \text{if } j \in A(t), s_j(t) = 1 \\
\tau_j(\omega_j(t)) & \text{if } j \notin A(t) 
\end{cases}
\]
where \( \tau_j(\omega_j(t)) = \omega_j(t)p_{j1}^t + (1 - \omega_j(t))p_{01}^t \) denotes the one-step belief state update of unselected backup VM \( j \). If each backup VM is regarded as a bandit, the time sharing of backup VMs turns out to be a RMAB process.

The optimal decision policy \( \pi^* \) that maximizes the total expected discounted reward over \( T \) time slots can be formally defined as:

\[
\pi^* = \arg \max_{\pi} \mathbb{E} \left[ \sum_{t=1}^{T} R_\pi(\Omega(t)) \mid \Omega(1) \right]
\]

where \( R_\pi(\Omega(t)) \) is the reward collected in time slot \( t \) under the decision policy \( \pi \) with the belief state vector \( \Omega(t) \). The initial belief state vector is \( \Omega(1) \).

The optimal solution of Equation (8) can be obtained recursively via dynamic programming. The value function over \( T \) time slots is defined as:

\[
V_T(\Omega(T)) = \max_{\{A(\tau) : |A(\tau)| = K\}, \{A(\tau) : |A(\tau)| = K\}} \mathbb{E} \left[ \sum_{\tau=1}^{T} R_{A(\tau)}(\Omega(T)) \right] = \max_{\{A(\tau) : |A(\tau)| = K\}, \{A(\tau) : |A(\tau)| = K\}} \mathbb{E} \left[ \sum_{A(\tau)} s_j(\tau) \right]
\]

\[
V_t(\Omega(t)) = \max_{\{A(\tau) : |A(\tau)| = K\}} \mathbb{E} \left[ R_{A(\tau)}(\Omega(t)) + \sum_{A(\tau)} \pi_{j\in A(\tau)} \omega_j(t) \prod_{j'\in A(\tau)} (1 - \omega_j(t)) \mathbb{E}_{A(t+1)} V_{t+1}(\Omega(t+1)) \right]
\]

Note that \( V_t(\Omega(t)) \) represents the maximum expected remaining reward that can be accrued from time slots \( t \) \((1 \leq t \leq T)\) to \( T \). \( \epsilon \) denotes the collection of backup VMs in state “1” under policy \( A(\tau) \) and thereby, \( A(\tau) \setminus \epsilon \) denotes the collection of backup VMs in state “0”. The belief state vector \( \Omega(t+1) \) is updated according to the rule in Equation (7).

Considering the huge number of backup VMs in the cloud environment, the state space of backup VMs becomes enormous, and the optimal solution of the value function is usually computationally intractable. Hence, we propose a heuristic greedy algorithm which omits the impact of the current action on the future reward, and solely focuses on maximizing the expected immediate reward. Thus, we can greatly reduce the computational complexity from an \( n \)-dimensional optimization problem to \( n \) one-dimensional problems. With the known failure and restoration models of primary VMs, the objective of the heuristic time sharing policy is given by:

\[
A^*(\Omega(t)) = \arg \max_{\{A(\tau) : |A(\tau)| = K\}} \sum_{j \in A(\tau)} \omega_j(t)
\]

That is, the only thing to do is to determine the decision action \( A(\tau) \) that maximizes the immediate reward. In detail, sort the elements of \( \Omega(t) \) in descending order in time slot \( t \), and select the backup VMs with the first \( K \) largest values in \( \Omega(t) \). Before starting the heuristic time sharing policy, the state-transition matrices of the backup VMs and the initial belief state vector \( \Omega(1) \) are determined according to the failure and restoration models of the primary VMs. A complete description of the heuristic time sharing policy is given in **Fig. 5**.
For performance evaluation of the heuristic time sharing policy, we propose four metrics: backup assurance rate, idle time utilization of backup VMs, utilization of backup VMs and policy regret. The service availability is guaranteed if there exists a backup VM to take over the work for each failed secondary VM; otherwise, the service availability decreases due to insufficient backup VMs for failed service VMs. In $T$ time slots, the backup assurance rate under policy $\pi$ is defined as:

$$A^T_\pi = \min_{t \in \{1, 2, \ldots, T\}} \left(1, \frac{R_{\pi}(S(t))}{f_t}\right)$$  \hspace{1cm} (12)

where $f_t$ denotes the number of failed secondary VMs in time slot $t$.

Each backup VM serves its dedicated primary VM and can be shared by secondary VMs during its idle time using the heuristic time sharing policy. The idle time utilization of backup VMs using policy $\pi$ in $T$ time slots is given by:

$$U^j_\pi = \frac{\sum_{t=1}^T I_{s_p(t)}^j}{\sum_{t=1}^T s_p(t)}, \quad U_\pi = \frac{\sum_{j=1}^N U^j_\pi}{N}$$  \hspace{1cm} (13)

where $U^j_\pi$ denotes the idle time utilization of backup VM $j$, $U_\pi$ denotes the average idle time utilization of all the backup VMs, $s_p(t)$ is the state of primary VM $j$ in time slot $t$, and $I_{s_p(t)}^j$ represents the indicator function:

$$I_{s_p(t)}^j = \begin{cases} 1 & \text{if } j \in A(t), s_j(t) = 1, o_\pi^j(t) = 1 \\ 0 & \text{if } j \in A(t), s_j(t) = 0 \text{ or } j \notin A(t) \end{cases}$$  \hspace{1cm} (14)

in which $o_\pi^j(t) = 1$ indicates that backup VM $j$ is occupied by a failed secondary VM in time slot $t$ using policy $\pi$.

The utilization of backup VMs using policy $\pi$ in $T$ time slots can then be given by:

$$US^j_\pi = \frac{\sum_{t=1}^T (1 - s_p^j(t))}{T}, \quad US_\pi = \frac{\sum_{j=1}^N US^j_\pi}{N}$$  \hspace{1cm} (15)

where $US^j_\pi$ denotes the utilization of backup VM $j$, and $US_\pi$ denotes the average utilization of all the backup VMs.

Regret of the heuristic time sharing policy can be regarded as the lost reward value compared with the optimal policy when the states of all the backup VMs can be observed, which is defined as:

$$\text{regret}^T_\pi = \sum_{t=1}^T (\sum_{j=1}^K \mu_j(t) - R_{\pi}(S(t)))$$  \hspace{1cm} (16)

where $\mu_j(t)$ denotes the $j$th largest element of $S(t)$. 
4.2 Optimality of the Heuristic Time Sharing Policy

1 Homogeneous case

Ahmad et al. [22] proved that the greedy policy is optimal under the condition $p_{11}^f > p_{01}^f$ for a RMAB problem with N bandits, in which the two-state (“1” or “0”) of each bandit evolves as an independent and identically distributed Markov process, a player can select K bandits to play in each time slot, and a reward is obtained whenever the player plays a bandit in state “1”. Based on [22], we have Theorem 1 as follows.

\textbf{Theorem 1} The heuristic time sharing policy for backup VMs achieves optimality under the condition $\frac{1}{E(D_f^1)} + \frac{1}{E(D_f^0)} < 1$.

Proof: Consider $\frac{1}{E(D_f^1)} + \frac{1}{E(D_f^0)} < 1$, for $T_f^1 = E(D_f^1)$ and $T_f^0 = E(D_f^0)$, we then have $\frac{1}{T_f^1} + \frac{1}{T_f^0} < 1$, which leads to $\frac{T_f^{1-1}}{T_f^1} > \frac{1}{T_f^0}$. Note that $p_{11}^f = \frac{T_f^{1-1}}{T_f^1}$ and $p_{01}^f = \frac{1}{T_f^0}$, it thus follows that $p_{11}^f > p_{01}^f$, under which the greedy policy is optimal. So the proposed heuristic time sharing policy for the backup VMs achieves optimality under the condition $\frac{1}{E(D_f^1)} + \frac{1}{E(D_f^0)} < 1$.

2 Heterogeneous case

Wang et al. [30] presented a generic study on the optimality of the greedy policy for a RMAB problem with N bandits, in which the two-state (“1” or “0”) of each bandit evolves as independent and non-identically distributed Markov processes, a player selects K bandits to play in each time slot, and a certain amount of reward is obtained. They established the closed-form conditions under which the greedy policy is guaranteed to be optimal. Based on [30], we have Theorem 2 as follows.
Theorem 2: The heuristic time sharing policy for backup VMs achieves optimality under the condition \( \sum_{i=1}^{T} \left( \max_{j \in \mathbb{N}} \left( \frac{E(D_j^i)}{E(D_j)} - \frac{1}{E(D_j)} \right) \right)^i < 1 \).

Proof: For the convenience of presentation, we sort the belief states of all the backup VMs in time slot \( t \) in descending order \( \Omega(t) = [\omega_1(t), \ldots, \omega_N(t)] \), such that \( A(t) = \{1, \ldots, K\} \) and let \( \Omega_{A(t)}(t) = \{\omega_j(t), j \in A(t)\} = \{\omega_1(t), \ldots, \omega_K(t)\} \). Let the immediate reward function \( F(\Omega_{A(t)}(t)) = \sum_{j=1}^{K} \omega_j(t) \) denote the sum of the values of belief states of the \( K \) selected backup VMs in time slot \( t \).

First, \( \forall i \in A(t) \), we have

\[
F(\omega_1(t), \ldots, \omega_i(t), \ldots, \omega_j(t), \ldots, \omega_K(t)) = \omega_1(t) + \cdots + \omega_i(t) + \cdots + \omega_j(t) + \cdots + \omega_K(t)
\]

Thus the function \( F(\Omega_{A(t)}(t)) \) is symmetrical.

Secondly, \( \forall j \in A(t) \), we have

\[
F(\omega_1(t), \ldots, \omega_j(t), \ldots, \omega_K(t)) = \omega_1(t) + \cdots + \omega_j(t) + \cdots + \omega_K(t)
\]

Consider \( \omega_j(t) > \omega_i(t) \), then \( \omega_1(t) + \cdots + \omega_j(t) + \cdots + \omega_K(t) > \omega_1(t) + \cdots + \omega_i(t) + \cdots + \omega_K(t) \), it thus follows that

\[
F(\omega_1(t), \ldots, \omega_j(t), \ldots, \omega_K(t)) > F(\omega_1(t), \ldots, \omega_i(t), \ldots, \omega_K(t))
\]

Thus the function \( F(\Omega_{A(t)}(t)) \) is monotonic.

Thirdly, \( \forall j \in A(t) \), we have

\[
F(\omega_1(t), \ldots, \omega_j(t), \ldots, \omega_K(t)) = \omega_1(t) + \cdots + \omega_j(t) + \cdots + \omega_K(t)
\]

Thus the function \( F(\Omega_{A(t)}(t)) \) is decomposable.

So \( F(\Omega_{A(t)}(t)) \) is regular because of its symmetry, monotonicity and decomposability.
Fourthly, consider \( \sum_{i=1}^{T} \left( \max_{j \in \mathcal{N}} \left( \frac{E(D_i^j) - 1}{E(D_i^j)} - \frac{1}{E(D_i^j)} \right) \right)^i < 1 \), for \( T_1^j = E(D_i^j) \) and \( T_0^j = E(D_i^j) \), we then have \( \sum_{i=1}^{T} \left( \max_{j \in \mathcal{N}} \left( \frac{\tau_{i-1}^j}{\tau_{i}^j} - \frac{1}{\tau_{i}^j} \right) \right)^i < 1 \). Note that \( p_{11}^j = \frac{T_{i-1}^j}{T_{i}^j} \) and \( p_{01}^j = \frac{1}{T_{i}^j} \), let \( \omega_{-j}(t) = \{ \omega_i(t), i \in A(t), i \neq j \} \), it thus follows that

\[
\max_{j \in \mathcal{N}, \omega_{-j}(t) \in [0,1]^{k-1}} \left( F(1, \omega_{-j}(t)) - F(0, \omega_{-j}(t)) \right) \sum_{i=1}^{T} \left( \max_{j \in \mathcal{N}} \left( p_{11}^j - p_{01}^j \right) \right)^i < \min_{j \in \mathcal{N}, \omega_{-j}(t) \in [0,1]^{k-1}} \left( F(1, \omega_{-j}(t)) - F(0, \omega_{-j}(t)) \right) \]

which is the condition for the greedy policy to achieve optimality when \( F(\Omega_{A(t)}(t)) \) is regular [30]. So the proposed heuristic time sharing policy for the backup VMs achieves optimality under the condition

\[
\sum_{i=1}^{T} \left( \max_{j \in \mathcal{N}} \left( \frac{E(D_i^j) - 1}{E(D_i^j)} - \frac{1}{E(D_i^j)} \right) \right)^i < 1.
\]

4.3 Complexity Analysis

In each time slot \( t \), the heuristic policy sorts the reward values of all the backup VMs and updates the belief state of each backup VM. When adopting the quick sort algorithm with \( N \) backup VMs, the time complexity of sorting the reward values is \( O(N \log N) \) and the time complexity of updating the belief state is \( O(N) \). The overall time complexity is \( O(N \log N) \). Thus, in \( T \) time slots, the time complexity is \( O(T \cdot N \log N) \). Compared with the exponential complexity imposed by dynamic programming methods, the time complexity is significantly reduced using the heuristic time sharing policy.

5. Experimental Evaluation

In this section, the evaluation of the heuristic time sharing policy is given with numeric simulation experiment and a prototype system deployed in a small-scale cloud platform. The simulation experiment simulates the “idle-busy” feature of backup VMs in a large-scale cloud system and verifies the performance of the heuristic algorithm. The experiment in the implemented prototype system can verify the validity in a real system.

5.1 Simulation Experiment

At the beginning of the numerical simulation, we generate the “normal-failure” data of each primary VM according to the failure and restoration models using Matlab. The “normal” random number represents the duration between primary VM failures, while the “failure” random number represents the primary VM restoration time. Then, we discretize the random numbers into a binary sequence consisting of “1” and “0”, which denotes the
states of a primary VM in each time slot. Fig. 6 shows the generated random numbers and discretization process when the failure model follows Poisson distribution with parameter $\lambda = 4$, and the restoration model follows a Lognormal distribution with parameters $\mu = 1$, $\delta = 0.2$. The “normal-failure” data of each primary VM corresponds to the “idle-busy” data of its dedicated backup VM. Thus the binary sequence also denotes the states of a backup VM.

![Random numbers and discretization process](image)

Fig. 6. Random numbers and discretization process

In the experiment, we simulate $N$ (varying from 50 to 500) primary VMs and their $N$ dedicated backup VMs using different failure and restoration models. The length of decision time $T$ is 10000. We use a computer equipped with Intel i7-3770 CPU (3.40GHz), 4GB memory and 64-bit Windows 7 to conduct the simulation experiment. The heuristic time sharing policy is implemented in Java.

1 Utilization of backup VMs

We employ Poisson distribution failure model with $\lambda = 19$ and Lognormal distribution restoration model with $\mu = 1$, $\delta = 0.2$. The per-backup VM states in 10000 time slots are shown in the form of heatmap (idle state in white and busy state in black) in Fig. 7, where the VM states using the traditional 1:1 backup provision are presented in Fig. 7(a), and the VM states using the heuristic time sharing with $K=400$ and 7000 secondary VMs are presented in Fig. 7(b). The magnified images clearly show the backup VM states before time sharing and after scheduling with the heuristic time sharing policy. In Fig. 7(a), black dots are scattered due to sparse failures of primary VMs, which shows the utilization of backup VMs is low before scheduling. In Fig. 7(b), white regions are significantly reduced meaning that most of the idle backup VMs are shared by secondary VMs and hence the utilization of backup VMs is increased.

![States of 500 backup VMs in 10000 time slots](image)

(a) Backup VM state using 1:1 backup provision  
(b) Backup VM state using heuristic policy

Fig. 7. States of 500 backup VMs in 10000 time slots
Fig. 8 shows the idle time utilization of backup VMs with different failure and restoration models, where the backup VMs are shared by 7000 secondary VMs with K=400. The failure rate of the primary VMs is fixed at 0.1 and Lognormal distribution is chosen as the restoration model with μ=1, δ=0.2 in all the cases. In the heterogeneous case as shown in Fig. 8(a), the failure model is randomly selected from Poisson distribution with λ=19 and Weibull distribution with α=19, β=1, and it can be seen that the average idle time utilization of backup VMs marked with a dotted line is up to 87%. In the homogeneous cases, Poisson distribution is chosen as the failure model with λ=19 as shown in Fig. 8(b), and Weibull distribution is chosen as the failure model with α=19, β=1 as shown in Fig. 8(c). It can be found from Fig. 8(b)-(c) that the average values of the idle time utilization are all about 88% in the homogeneous cases. It can also be seen that there is nearly no difference in the idle time utilization between the homogeneous and heterogeneous cases, which indicates that the idle time utilization is independent on failure and restoration models when the failure rate is fixed.

Fig. 8. Idle time utilization of 500 backup VMs over 10000 time slots with K=400. (a) Heterogeneous case; (b) Poisson distributed failure model and Lognormal distributed restoration model; (c) Weibull distributed failure model and Lognormal distributed restoration model

Fig. 10. Logarithm of regret of 500 backup VMs over 10000 time slots with K=400. (a) Heterogeneous case; (b) Poisson distributed failure model and Lognormal distributed restoration model; (c) Weibull distributed failure model and Lognormal distributed restoration model

To demonstrate the effectiveness of our approach, we compare it with the traditional 1:1 provision, optimal selection and random selection policies, and the corresponding average
utilizations are shown in Fig. 9, in which the models and parameters are the same as in Fig. 8(c). In each time slot, the optimal selection policy can find out all the idle VMs with a post-analysis, while the random selection policy selects K backup VMs randomly. It can be found from the figure that the average utilization of backup VMs is the lowest using the traditional 1:1 backup provision, because it provides each service VM with a dedicated backup VM and no backup VM is shared. It can also be observed clearly that the average utilization of backup VM using the heuristic time sharing policy reaches 0.897, very close to the utilization 0.900 obtained by the optimal selection policy, and much higher than the random selection policy, which reveals the advantage of the heuristic time sharing policy in the idle backup VM selection according to the one-step look-ahead reward.

2 Logarithm of regret

Fig. 10 shows the logarithm of regret versus time, in which the models and parameters are the same as in Fig. 8. It can be observed that either in the heterogeneous case in Fig. 10(a) or in the homogeneous cases in Fig. 10(b)-(c), the logarithm of regret converges to a constant. This indicates that the heuristic policy has the logarithmic optimal property. Because the states of backup VMs are continuously detected with increasing decision time, the prediction accuracy for the unknown states of the backup VMs will be enhanced and the decision policy will approach the optimum. It can also be found that the logarithms of regrets are bounded by the same value when the failure rates are the same in both the homogeneous and heterogeneous cases.

3 Upper bound of secondary VMs

For guaranteeing system availability and fully using resources, the maximum number of secondary VMs, also called the upper bound of secondary VMs, for which backup VMs can provide 100% backup assurance rate, is of importance. Fig. 11 shows the backup assurance rate versus number of secondary VMs at different failure rates, where the number of primary VMs is 500 and K is 400. Poisson distribution is chosen as the failure model, Lognormal distribution is chosen as the restoration model, and the upper bounds are marked with vertical dotted lines. The different failure rates of primary VMs are obtained by modifying the parameters of the failure and restoration models, and Table 1 presents the failure rates and the corresponding model parameters used in Fig. 11. It can be seen that the upper bounds of secondary VMs are 7500, 7000, 6000 and 1000, respectively. So the ratios of backup VMs to service VMs are 1:16, 1:15, 1:13 and 1:3, respectively, using the heuristic time sharing policy. As the failure rate increases, the idle time of backup VMs reduces, hence the number of service VMs that the 500 backup VMs can serve decreases accordingly. From the point of saving backup resources, the number of backup VMs can be reduced by two-thirds even at a failure rate of 0.2 as compared with the traditional 1:1 backup provision. Thus, the heuristic time sharing policy can achieve efficient reduction of virtual resources and extend the traditional 1:1 backup provision to 1:M (M≫1) between the backup VMs and the service VMs with the guaranteed backup assurance rate.
Table 1. Failure rates versus model parameters

<table>
<thead>
<tr>
<th>Failure rate</th>
<th>Poisson</th>
<th>Lognormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>λ=135</td>
<td>µ=1, δ=0.2</td>
</tr>
<tr>
<td>0.05</td>
<td>λ=49</td>
<td>µ=1, δ=0.2</td>
</tr>
<tr>
<td>0.1</td>
<td>λ=19</td>
<td>µ=1, δ=0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>λ=9</td>
<td>µ=1, δ=0.2</td>
</tr>
</tbody>
</table>

Fig. 9. Average utilization of backup VMs under different policies

Fig. 11. Backup assurance rate versus number of secondary VMs at different failure rates

According to the provision, secondary VMs can only use idle backup VMs but cannot preemptively use busy backup VMs. Therefore, secondary VMs have no stringent availability guarantee. Extreme cases may happen, in which a majority of VMs fail, causing terrible availability. However the extreme cases are rare. Even in the very bad case where the failure rate is unrealistically as high as 0.9, indicating that 90% VMs fail in each time slot, the system availability is 0.598 in the 1:2 backup provision. Considering that primary VMs are provided with dedicated backup VMs, the availability of all primary VMs can be guaranteed and the low system availability is due to lack of backup VMs for failed secondary VMs. When the number of backup VMs is fixed, more secondary VMs result in lower system availability. When the extreme cases occur, backup VMs can still provide backup services for a certain number of secondary VMs. If the required availability of secondary VMs is high, we can simply add the number of backup VMs to guarantee the system availability. An alternative method for counteracting the extreme cases is to set different priorities for secondary VMs based on their availability requirements. A higher availability requirement corresponds to a higher priority. In the rare extreme cases, the limited idle backup VMs are assigned to the secondary VMs with higher priorities, for which the heuristic time sharing policy can be easily modified. Thus, the system availability can be further improved.
Execution time evaluation

Fig. 13 shows the execution time of the heuristic time sharing policy versus the number $N$ of backup VMs and the number $K$ of selected backup VMs in the form of three-dimensional bar graph. We employ Poisson distributed failure model with $\lambda=19$ and Lognormal distributed restoration model with $\mu=1, \delta=0.2$. The execution time ranges from 0.01ms to 0.99ms. Because the execution time of the proposed policy is low enough, it can be employed for real-time decision. Another observation is that the execution time changes rarely when $N$ is fixed, while the execution time increases sharply when $N$ is increased, which is because the execution time is mainly spent on computing and sorting the reward values of backup VMs, as analyzed in Section 4.

5.2 Prototype System Verification

To verify the effectiveness of the heuristic time sharing policy in a real system, we design and implement a prototype system. The prototype system consists of three parts: State-transition Generation Module, Scheduling Decision Module and VM Monitoring Module. Fig. 14 shows the architecture of the prototype system. State-transition Generation Module is deployed in Domain 0 of the physical machine hosting the primary VMs. This module monitors the primary VMs and generates the state-transition matrices of backup VMs, which consists of “0” and “1” depicting the two-states, namely: busy and idle, according to the VM failure and restoration models. Scheduling Decision Module is the core module of the prototype system, which is responsible for selecting a group of backup VMs for time sharing by secondary VMs. VM Monitoring Module is deployed in Domain 0 of the physical machine hosting the secondary VMs. This module monitors the secondary VMs and records the secondary VMs which are about to fail, then migrates such VMs to the backup VMs in state “1” according to the result of Scheduling Decision Module. As shown in Fig. 14, VM S1 and VM Sn are migrated to VM B2 and VM B3, respectively.
We deploy the prototype system in a small-scale cloud platform with 4 physical machines. Each physical machine is equipped with an 8-core Xeon processor (2.1GHz), 16GB memory and 64-bit Cent OS 6.2. One of the physical machines is used as the NFS server. There are 12 VM instances, which are divided into three parts: 4 primary VMs running on the second physical machine with identical failure and restoration models, their 4 dedicated backup VMs running on the third physical machine, and 4 secondary VMs running on the fourth physical machine. Each VM occupies 2 vcpu and 2GB memory. In order to simulate failures of the primary VMs, we generate the “normal-failure” data for each primary VM using Poisson distributed failure model with $\lambda=19$ and Lognormal distributed restoration model with $\mu=1$, $\delta=0.2$. When a primary VM fails, it is migrated to its dedicated backup VM. To simulate failures of the secondary VMs, 2 out of 4 secondary VMs are selected randomly to trigger failures and migration operations in each decision time slot. For the purpose of validating the effectiveness of the algorithm, failures and migration operations are recorded in Domain 0.

**Fig. 14.** Architecture of the prototype system

**Fig. 15** shows the states of the backup VMs in 50 minutes before scheduling with the heuristic time sharing policy (idle state in white and busy state in black). The backup VMs are idle in most of the time, since they can only be occupied by the primary VMs with sparse failures. The utilizations of backup VM1, VM2, VM3 and VM4 in **Fig. 15** are 4%, 10%, 6% and 12% respectively. **Fig. 16** shows the states of the backup VMs in 50 minutes after scheduling (the idle state in white and the busy state in black). It can be seen that the black region is expanded, which implies that the backup VMs are shared by secondary VMs with the heuristic time sharing policy. The utilizations of backup VM1, VM2, VM3 and VM4 in **Fig. 16** are up to 52%, 34%, 80% and 64% respectively. The average utilization of the 4 backup VMs is 58% with the heuristic time sharing policy. The average idle time utilization of the 4 backup VMs is 54% using the proposed policy.
6. Related Work

The over-provisioning of compute resources in the cloud to ensure high availability of services continues to be prohibitive in realizing high utilization. Improving resource utilization in modern cloud platforms has been identified as a critical design goal for reducing TCO for cloud providers [31]. To reduce TCO, the cloud owners take advantage of virtualization technique to flexibly isolate and share physical resources. Thus, seeking for efficient VM consolidation strategies has attracted extensive and in-depth discussions in academia and industry. Such strategies can be mainly classified into two categories: static VM consolidation and dynamic VM consolidation. Both categories of consolidation strategies formulate the resource allocation as a NP-hard multi-dimensional vector packing problem and establish a mapping between VMs and physical machines. The static VM consolidation strategies focus on the characteristics of VM workload and the usage of physical resources such as CPU and network bandwidth. Each VM is fixed in a physical machine according to the static VM consolidation strategy. This strategy is intent on improving resource utilization, reducing energy consumption and guaranteeing QoS in the cloud system. To ensure the high availability with k-resilient VMs, Bin [32] proposed a virtual resource allocation algorithm based on shadow VMs and the shadow VMs were deployed on specific physical machines to provide backup. To reduce the energy cost, Verma [33] analyzed the characteristics of real workload on servers and proposed a VM deployment algorithm based on the correlation between VMs. The static VM consolidation is commonly completed during the initialization of cloud infrastructure. As the workload and hardware equipment changes, the original deployment may not achieve the desired effect. Thus, dynamic VM deployment is adopted. The dynamic VM consolidation strategies adjust the VM deployment to adapt to the changing resources demand. Ahn [11] proposed a novel auto-scaling mechanism in order to dynamically adjust the number of VMs to handle deadline-critical real-time data in cloud computing infrastructures according to the volume of requested real-time tasks. Bobroff [34] proposed an algorithm which could predict the future resources of VMs with Auto-Regression model, and remap VMs to physical machines according to the resource requirement. Gong [35] dynamically
extracted patterns of resources requirement of different applications, and then performed dynamic VM deployment based on the extracted patterns.

The existing literatures address themselves to increase the virtual resource utilization in the production environment, while the utilization of backup virtual resources is out of consideration. Moreover, the traditional approaches cannot be used to optimize the backup resources, as they take into account the resource utilization instead of the failure probability of each VM. Wang [36] also aimed for optimizing backup resources but studied the configuration optimization of diesel generators and UPS to reduce the cost of backup power infrastructure. The most related works to ours are [21] and [22], where the authors formalize the open channel access as an RMAB problem. This paper is also an application of RMAB. However, the state transition between the VM states cannot be obtained directly, while in [21] and [22], it was a precondition. Therefore, we need to discretize the running state of each VM in each time slot in order to employ RMAB. To our knowledge, this paper presents the first study on the effective utilization of backup virtual resources with a bandit-based stochastic optimization model.

7. Conclusion

This paper proposes a heuristic time sharing policy based on the restless multi-armed bandit model, aiming to increase the backup resource utilization in the cloud system. The time sharing problem of backup VMs is formulated as a stochastic Markov process and the state of each backup VM evolves according to its state-transition matrix. We use the “belief state” of each backup VM as the scheduling indicator, thereby turning an n-dimensional optimization problem into n one-dimensional problems. Such decomposition reduces the computation complexity significantly. The proposed policy maximizes the utilization of the backup VMs by maximizing the reward value obtained in each time slot. In both the homogeneous and heterogeneous cases, optimality of the heuristic time sharing policy is also proved. Through the validation in simulation experiment and a prototype system, the proposed policy achieves the goal of extending the traditional 1:1 backup provision to 1:M (M≫1) between the backup VMs and the service VMs with the guaranteed system availability. Thus the utilization of backup VMs can be significantly enhanced.
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