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Abstract 
 

In recent years, main focus of research on image retrieval techniques is on content-based 
image retrieval. Text-based image retrieval schemes, on the other hand, provide 
semantic support and efficient retrieval of matching images. In this paper, based on 
Formal Concept Analysis (FCA), we propose a new image indexing and retrieval 
technique. The proposed scheme uses keywords and textual annotations and provides 
semantic support with fast retrieval of images. Retrieval efficiency in this scheme is 
independent of the number of images in the database and depends only on the number of 
attributes. This scheme provides dynamic support for addition of new images in the 
database and can be adopted to find images with any number of matching attributes. 
 
 
Keywords: Image indexing, image retrieval, formal concept analysis, text-based retrieval, 
feature-based retrieval 
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1. Introduction 

With advancements in digital photography and digitization process, a large number of 
digital images are created or produced on a daily basis. The size of digital image repositories is 
growing at a very fast pace. Therefore, there is a great demand for efficient techniques to 
effectively manage and organize these images and a mechanism to navigate through such 
image collections. Users in many fields are exploiting the advantages offered by such digital 
collections in new and exciting ways. Examples of such applications include but are not 
limited to geographical and medical information systems, digital photo albums, sports and 
training, news, advertisement and multimedia applications. A great majority of users of such 
applications experience difficulties in locating a desired image in these large and varied 
collections. The problems of image retrieval are widely recognized and search for solutions is 
an active research area. 

There are two main approaches to address the issues of image retrieval from an image 
database. A widely discussed approach is the feature or content-based image retrieval (CBIR) 
technique and a more traditional approach, called the text-based retrieval technique. In CBIR, 
primary emphasis is on identification and automatic extraction of computable visual features 
such as color, texture and shape [1]. Examples of such systems can be found in 
[2][3][4][5][6][7][8]. Smeulders et al. [9] provide a comprehensive survey of content-based 
retrieval and automatic feature extraction schemes. The main emphasis of these techniques is 
on finding a match based on visual similarity and that may not necessarily correspond to 
semantic similarity [10]. 

In traditional text-based approach, retrieval depends on existence of searchable textual 
descriptions of image content as keywords or annotations. There are processes to enter these 
descriptions into the database along with the actual image. This may require a priori 
knowledge of the application domain and the queries. In some systems, a content-based 
scheme is combined with a text-based approach. Examples of such systems include Virage [3], 
RetrievalWare [4], QBIC [5], MARS [6], VisualSEEK / WebSEEK [7], Netra [8] and 
Photobook [11]. 

Despite all of the research and development efforts, efficient and precise image retrieval is 
still an open research problem. In past, many keyword-based text information retrieval 
systems achieved great success for indexing image collections, especially on web sites and are 
still a common practice [12]. Kodak Picture Exchange System (KPX) [13], PressLink [14] and 
Time pictures archive collection (Time) [15] are examples of such systems. These approaches 
represent both general and specific information about the image content and the constituent 
objects. The concept of textual descriptions and keywords to represent images is not new. It 
existed even before the availability of digitization process. Librarians, curators and archivists 
provided access to images in libraries and archives with the help of manually assigned 
classification codes, annotations and keywords. Unfortunately, most of the details about any of 
the text-based systems described here is only theoretical in nature with no technical details and 
specifics to obtain a meaningful comparison. 

Despite the subjectivity of textual descriptions and keywords, text-based retrieval systems 
tend to be more useful and practical than content-based image retrieval systems [10]. It is 
mainly because keywords and annotations are inherently semantic and can satisfy 
requirements of many users by computing similarities between annotations and image content 
[16]. Zhou and Huang [17] report on attempts to integrate advantages of both text-based and 
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automatic feature-based systems. Examples of advantages and approaches linking text and 
images can be found in [16][18][19]. In [20], Wang et al. provide a comparison between 
ontology and keyword based image search. To overcome problems associated with manual 
annotation, [16][18][21][22][23] provide different automatic and semiautomatic approaches 
to annotate visual data. 

Proposed by Rudolf Wille [24], Formal Concept Analysis (FCA) is a technique to represent 
a hierarchy of relationships among objects sharing common properties. FCA is based on 
mathematical order theory and formalization of philosophical understanding of a concept. It 
provides graph-based visualization of tabular data and has successfully been applied to a 
number of different fields. Some of the examples of its applications include information 
retrieval schemes [25][26][27], image and video mining [28], software re-engineering (e.g., 
reuse, class hierarchy, construction) [29], web document retrieval [30] and text data mining 
[31][32]. By using machine learning data sets, Carpinieto and Roman [33] have successfully 
demonstrated the use of lattices for class discovery and class protection. 

FCA provides a mechanism to objectively identify and group objects that have common 
attributes and facilitates creation of a concept lattice. Most of the algorithms proposed in 
literature are for the generation of FCA from binary relationships [24][34] which are 
computationally expensive. Many applications require only a partial reconstruction or 
incremental update of the lattice structure. A literature survey indicates only a few algorithms 
to accommodate incremental updates in a FCA lattice [27][33][35]. The algorithm proposed 
by Valtchev and Missaoui [36] is an improvement and a formalization of the algorithm 
presented in [35]. Relatively little is known about the performance of all of these algorithms. 
In many cases, the proposed update processes result in restructuring of most if not all of the 
lattice structure. 

In this paper, we propose use of FCA to both catalog the descriptions or keywords 
associated with the image content and to search and retrieve images on the basis of matching 
keywords. Typically, retrieval efficiency is a function of the number of images in a database. 
However, retrieval time complexity in the proposed scheme is independent of the number of 
images and depends only on the number of attributes associated with real objects in the image 
collection. This paper introduces a method to rebuild only part of the lattice to accommodate 
updates. This reduces the time to re-build the entire lattice structure. We have compared 
performance of the proposed system with a similar system based on concept lattice and rough 
set theory [37].  

The remainder of this paper is organized as follows. In Section 2, theory of formal concept 
analysis is presented. Section 3 describes our proposed image retrieval scheme and the concept 
lattice update process. Section 4 contains experimental results and Section 5 presents 
conclusion and future research directions. 
 

Table 1. Example object and attribute sets 

o_id Object Set a_id Attribute Set 
1 Leech a needs water to live 
2 Bream b lives in water 
3 Frog c lives on land 
4 Dog d needs chlorophyll to produce food 
5 Spike-weed e two seed leaves 
6 Reed f one seed leaf 
7 Bean g can move around 
8 Maize h has limbs 
  i suckles its offspring 
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2. Formal Concept Analysis (FCA) 
The central idea of formal concept analysis is the understanding that a fundamental unit of 
thought is a concept and a context. A concept consists of an extent and an intent, defined as: 

1. Extent that contains all objects with common attributes, and  
2. Intent that contains all attributes common to all objects.  
 

Definition 2.1 A formal context is a triple ),,( RAO consisting of two sets O  and A and a 
relation R where O  is a set of objects, A is a set of attributes and AOR ×⊆ is a binary 
relation between O and A . A formal context is expressed as oRa or Rao ∈),( such 
that Oo∈ , Aa∈  and is read as “the object o  has the attribute a ”. 
 
Definition 2.2 A formal concept of the formal context ),,( RAO  is a pair ),( IE  with the 
following conditions: 

EIandIEAIOE =′=′⊆⊆ ,,  
where: 
• E is a set of objects (extent) and I  is a set of attributes (intent). 
• AE ⊆′ satisfy oRa for all Eo∈ and OI ⊆′ satisfy oRa for all Ia∈ . 

Definition 2.3 The set of all concepts of ordered ),,( RAO by the relation ''≤  is called a 
concept lattice of ),,( RAO or ),,( RAOB . The relation ''≤ is called the hierarchical order or 
simple order of the concepts and is defined as: 

 12212211 ),(),( IIifforEEiffIEIE ⊆⊆≤ . 
Table 2. Formal context presented as cross table 

Object a b c d e f g h i 
Leech X X     X   
Bream X X     X X  
Frog X X X    X X  
Dog X  X    X X X 
Spike-weed X X  X  X    
Reed X X X X  X    
Bean X  X X X     
Maize X  X X  X    

 
Definition 2.4 If ),( 11 IE and ),( 22 IE are concepts of a context, ),( 11 IE is called a subconcept 
of ),( 22 IE  provided that 21 EE ⊆  (which is equivalent to 12 II ⊆ ). In this case, ),( 22 IE is a 
superconcept of ),( 11 IE  and we write ),(),( 2211 IEIE ≤ . 

2.1 A FCA Example 
To describe FCA and to demonstrate its use, we provide an example from Ganter and Wille 
[34]. Let the member of an object set be as listed in column labeled as Object Set in Table 1. A 
list of attributes of these objects is given in the column labeled Attribute Set. To simplify the 
representation of members of both the object and the attribute sets for further discussions, each 
member of the object set can be recognized by the numeric label (1 – 8) on its left in column 
labeled o_id; each member of the attribute set can be recognized by the letters (a – i) on its left 
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in the column labeled a_id. 
Table 3. Formal concepts for the object and the attribute sets of Table 1 

Concept1 : ({1,2,3,4,5,6,7,8},{a})   
Concept2 : ({1,2,3,5,6},{a,b}) 
Concept3 : ({3,4,6,7,8},{a,c}) 
Concept4 : ({1,2,3,4,},{a,g}) 
Concept5 : ({5,6,7,8},{a,d}) 
Concept6 : ({1,2,3},{a,b,g}) 
Concept7 : ({2,3,4},{a,g,h}) 
Concept8 : ({5,6,8},{a,d,f}) 
Concept9 : ({6,7,8},{a,c,d}) 
Concept10 : ({2,3},{a,b,g,h}) 
Concept11 : ({3,4},{a,c,g,h}) 
Concept12 : ({3,6},{a,b,c}) 
Concept13 : ({5,6},{a,b,d,f}) 
Concept14 : ({6,8},{a,c,d,f}) 
Concept15 : ({3},{a,b,c,g,h}) 
Concept16 : ({4},{a,c,g,h,i}) 
Concept17 : ({6},{a,b,c,d,f}) 
Concept18 : ({7},{a,c,d,e}) 
Concept19 : ({},{a,b,c,d,e,f,g,h,i}) 

 
From the given object and attribute sets we can derive the formal context, generally 

represented by a cross table (Table 2). The first row and the first column in this table represent 
all elements of the attribute set and the object set respectively. An “X” in this cross table 
implies that the particular object has all of the marked attributes. For example, leech has 
attributes a, b, and g, i.e., a leech needs water to live, lives in water, and can move around. 

 

 
Fig. 1. Concept lattice 

We can derive 19 formal concepts from the formal context (Table 3). The first set in each of 
these concepts consists of the members of the object set; the second set consists of the 
members of the attribute set. As an example, Concept12 states that “frog and reed need water to 
live, live in water and live on land”.  

A concept lattice is a hierarchical structure in which all of the formal concepts are linked to 
each other by the definition of the “hierarchical order” relation. From the formal concepts 
given in Table 3, a concept lattice is obtained and is shown in Fig. 1. In this figure, a circle 
represents a concept and the number in the circle represents the concept number. 
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3. Image Retrieval Approach 
To add images to the lattice, we propose use of the bit set structure and a new lattice update 
method in which this structure is used to represent an attribute set. As a result, on addition of a 
new image to the lattice, the proposed addition method rebuilds only a part of the lattice. 

3.1 Attribute Set Structure 

Let },,...,,{ 21 noooO = ni ≤≤1  be a finite set of objects and },,...,,{ 21 imiii aaaA =   

mj ≤≤1  represents the number of attributes of the thi object. We propose use of the bit set 
structure, also known as the bit vector to represent attributes of an image in our scheme. A bit 
set structure is composed of a fixed number of bits, such that each bit represents only one 
member of the set. If a universal set U contains N  items, an N-bit vector can represent any 
subset US∈ . Bit i  is set to 1 if Si∈ and to 0 otherwise. The bit structure is initialized to 0 to 
indicate an empty set. This scheme uses only one bit per element and, is very space efficient. 
However, it requires prior knowledge of the application domain and size of the universe. 
Insertion or deletion of elements requires simply reversal of the appropriate bit and 
comparison can be made using bit-wise AND operation. Although explicit identification of 
individual elements in the bit set structure can take O(n) time, such identification may not be 
required in our approach. Formally, if qa and ia  represent the query attribute set and the 

complete attribute set, then qqi aaa =I implies a match and, hence, retrieval of the concept. 

 
 

 
 
 
 
 
 
 

Fig. 2. An example image and its attributes 

As an example, suppose that the bit set structure is capable of representing 16 different 
attributes, marked a  through p . Now suppose that we need to represent the attributes of the 
image in Fig. 2 with attributes: building (b), car (g), hydrant (j), lawn (i) and tree (p). The bit 
set structure representation of this image is shown in Fig. 3. If the attributes we are looking for 
are },,{ pig , a mere bit-wise AND of its bit set representation with that of the image and a 
comparison will establish retrieval validity. 

 
a b c d e f g h i j k l m n o p
0 1 0 0 0 0 1 0 1 1 0 0 0 0 0 1

Fig. 3. Bit set structure representing attributes of image in Fig. 2 

3.2 Lattice Structure 
A survey of literature indicates that generally FCA has been applied to systems dealing with 
relatively small amount of data. The worst case time complexity for building a complete lattice 

IImmgg0033..jjppgg  
BBuuiillddiinngg((bb)),,  CCaarr((gg)),,  HHyyddrraanntt((jj))  
LLaawwnn((ii)),,  TTrreeee((pp))  
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structure is generally O(nn) [34], prohibiting its use in applications with more data. Generally, 
to build a lattice, we gather all objects, extract all concepts and finally, link them together. All 
of the lattice must be rebuilt to add a new object. This requires expensive 
computational/mathematical operations and is a very time consuming process. 
Lemma 3.1 The total number of concepts in a lattice is at most 22 −n where n  is the total 
number of attributes. 
Proof:  
Let nS be the number of concepts in a lattice (with the exception of the top and the bottom 
nodes). By induction: 

If 1=n   then 01 =S  
If 2=n   then 2122 == CS   
If 3=n   then 63323133 =+=+= CCS   
For an arbitrary n , we need to find the number of concepts. 

If kn =   then ∑
−

=
−− =+++=

1

1
121 ...

k

r
rkkkkkkk CCCCS  

From binomial expansion we know that ∑
=

−=+
n

r

rrn
rn

n baCba
0

)( . When 1== ba  we get: 

 nnnnnn
n CCCC ++++= −110 ...2  

where ∑ ∑
−

=

−

=
− −=⇒=++

1

1

1

1
11 22...

n

r

n

r

n
rnrnnnn CCCC . 

Therefore, the total number of concepts 22 −= n
nS . 

 
Corollary 3.2 All of the Possible Concepts 1  are obtained from a maximum of 22 −n  
concepts. 

 
Possible concepts are obtained by comparing an attribute set with the attribute sets in the 

lattice. Since there are at most 22 −n concepts in the lattice, possible concepts are obtained by 
checking a total of 22 −n concepts. 

3.3 Addition Method 
In this paper, we introduce a new update method for rebuilding a concept lattice. This method 
is useful for an already established lattice and simply rebuilds only a part of it. To add a new 
concept (NC), we first find all possible concepts related to the new object followed by their 
super- and subconcepts. These possible concepts are linked to the super- and subconcepts by 
FCA’s hierarchical order. If an attribute set of a possible concept is the same as that of a 
concept in the lattice, it is not added to the lattice. Therefore, the addition method may deal 
with only a subset of possible concepts. The addition method involves following steps: 
Step 1:  Find possible new concepts by comparing the attribute set of the new object with the 

attribute sets of the concepts in the lattice. The number of possible new concepts 

                                                           
1  Possible Concept is a concept that, at times, could be one of the concepts in the lattice. If the lattice already has a 

concept with same attribute set as that of the possible concept, the possible concept is not added into the lattice 
and, hence, is called a possible concept. 
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obtained in this step determines the efficiency of the addition method, since the 
higher the number of possible new concepts, the higher the number of comparisons. 
During addition, two passes are made. In the first pass, all concepts in the lattice are 
examined and compared. In some cases, this result in redundant2 or empty3 attribute 
sets of possible new concepts. In the second pass, possible concepts with either 
redundant or empty attribute sets are removed. Formally, let

ica is the attribute set of 

the thi concept in the lattice and ja is the attribute set of a possible new concept, then: 

• if 0|| =ja  then ja is an empty attribute set.  

• if 0|| ≠ja  then
icj aa ≡ and is a redundant attribute set where ij <≤1  and 

221 −≤≤ ni . 

 A possible new concept whose attribute set is considered as redundant or empty is 
removed in this step. 

Step 2: Starting from the root node, find superconcepts of those new possible concepts 
found in previous step using the depth-first and the top-down search methods. In 
order to be a superconcept for a possible concept, based on the order of the concept 
relation )(≤ as described in Definition 2.3, each concept in the lattice must satisfy 
following conditions: 
a. Let 1C be a concept in the lattice, 1a be the attribute set of 1C , ia be the attribute 

set of the subconcept of 1C and na be the attribute set of the possible concept. 

If naa ⊆1 and i∀ , ni aa ⊄ then 1C is a superconcept of the possible concept, as 
shown in Fig. 4. 

 

 
Fig. 4. Process of finding the superconcepts (Step 2) 

b. If two attribute sets are identical and the number of elements of the object set in 
a possible concept is larger than the number of elements of the object set in a 

                                                           
2  Redundant Attribute Set is an attribute set whose elements are the same as that of a concept in the lattice. 
3  Empty Attribute Set is a null attribute set and is obtained when the attribute set of the new object and those 

present in the lattice structure are the same. 
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concept in the lattice, simply replace the object set of the concept in the lattice 
with the object set of the possible concept.  

Step 3: Find subconcepts of the possible concept based on depth-first and bottom-up search 
methods. We do not need to check the concepts to find subconcepts, since these 
have already been checked in previous step. This allows us to use a bottom-up 
search, instead of a top-down search with the condition: 
• Let 1C be a concept in the lattice, 1a is the attribute set of 1C , ia  is the attribute 

set of the superconcept of 1C and na is the attribute set of the possible concept. If 

1aan ⊆ and ,i∀  1aan⊄ then 1C  is a subconcept of the possible concept as 
shown in Fig. 5.  

 

 
Fig. 5. Process of finding the subconcepts (Step 3) 

Step 4: Link the possible concept to its super- and subconcepts found in previous steps. 
Find if the superconcept and the subconcept of a possible concept are already linked. 
If so, reconnect these as shown in Fig. 6. Repeat Steps  2 – 4 for all possible 
concepts created. Once all possible concepts have been added, we can add a new 
object as described in Step 5 and Step 6. 

 
Fig. 6. Linking super- and subconcepts to a possible concept (Step 6) 
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Step 5: This step is similar to Step 2 and Step 3, but in this case we add a new object rather 
than a possible concept as shown in Fig. 7. We need to create a concept for the new 
object, before carrying out this step. 

Step 6: In this step, we need to link the concept of the new object to the superconcepts and 
subconcepts found in Step 5. This is the same as Step 4. 

 
Fig. 7. Creation of a concept for a new object 

 
Lemma 3.2 The worst case time complexity of the proposed addition method is O(2n) ,where 
n  is the total number of attributes. 
 
Proof:  
From Lemma 3.1, the number of concepts in the lattice for the worst case is 22 −n

. According 
to Corollary 3.2, all possible concepts are obtained from these concepts. The addition method 
described in the previous section extracts these possible concepts. That is, the addition method 
checks 22 −n  concepts, except for the top and the bottom nodes in the lattice structure, and 
extracts all possible concepts. Therefore, we need 22 −n  comparisons i.e., the worst time 
complexity for the proposed addition method is )2()22( nn Ο=−Ο where n is the number of 
attributes. 

3.4 Building the Concept Lattice - An Example 
Initially, lattice is empty and contains only the top ([T]) and the bottom ([B]) nodes as shown 
in Fig. 8-a. Addition of first object to the lattice structure does not require Steps 1 – 4, as no 
concept is present in the lattice. During further processing, a concept for the new object as 
shown in Fig. 7 is created which is then added to the lattice with [T] and [B] nodes as its super- 
and subconcepts respectively (Fig. 8-b). 

Let us consider the case after addition of two more images (Fig. 9-a), resulting in a lattice 
with three concepts 31 CC −  (Fig. 9-b). Now assume that we need to add a new object (Fig. 2) 
to the lattice. From Step 1, the intersection of the attribute set of this object to those of the 
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existing concepts already present in lattice results in three possible concepts )( 31 PCPC −  as 
shown in Fig. 10. 

  
Fig. 8. (a) Initial lattice structure (b) after addition of the first object 

 

 
Fig. 9. (a) Two new images to be added and (b) resultant lattice structure  

Now we need to find the super- and subconcepts of 1PC . In this example, [T] and 1C are the 
super- and the subconcepts, respectively. They must be linked to 1PC  as shown in Fig. 11-a. 
For ,2PC 1PC  is a superconcept and 2C is a subconcept as shown in Fig. 11-b. For 

,3PC 1PC  is a superconcept and 3C is a subconcept. The resulting lattice is shown in Fig. 11-c. 
So far, only the three possible concepts have been added to the lattice and we still need to add 
the object. This addition involves following steps: 

• Find superconcepts. In this case, two superconcepts 2PC and 3PC are obtained.  
• Find subconcepts. In this example, the bottom node [B] serves as the subconcept.  
• Connect the nodes.  
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Fig. 10. Possible concepts after addition of a new object (Fig. 2) in an existing lattice 

After addition of three objects, the lattice contains seven concepts as shown in Fig. 12. 
 

 
Fig. 11. Addition of three possible concepts 

 

 
Fig. 12. Addition of a new object after addition of possible concepts 
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3.5 Image Retrieval 
To retrieve similar images corresponding to a given query image, we simply need to find a 
concept whose attributes match with attributes qa of the query image. This can provide us 
information about the object set and, in turn, about the corresponding set of images. The 
retrieval criterion is given as follows: 

Let iC be a concept with the attribute set ia  
 isC be a superconcept of iC with the attribute set

isa  

 pC be a subconcept of iC  
then 

• if qqi aaa ≠I then move to pC . 

• if qqi aaa =I and i∃  s.t. qqs aaa
i

=I then move to
isC and keep searching. 

• if qqi aaa =I and i∀ , qqs aaa
i

≠I then iC is the concept satisfying the query. 
Because of its hierarchical nature of FCA lattice, generally a top-down search is applied to 

find a concept since it allows extension of attributes while reducing the number of objects. 
Search for an image for retrieval in our case is a combination of depth-first and bottom-up 
search methods. Since all of the concepts and their attribute sets are not present (redundant and 
empty attribute sets have been removed), a simple a top-down search will fail to yield required 
information and. This may result in more comparisons than the bottom-up search since the 
hierarchical nature of the lattice implies that the superconcepts have less attributes then the 
subconcepts. 

The time complexity of retrieval of images in this scheme is considered as the time 
complexity of finding a concept whose attribute set is equal to the attribute set of the user 
provided query image. The worst case time complexity for retrieval of images in this scheme is 
given in Lemma 3.3. 
 
Lemma 3.3 [38] The worst case time complexity for retrieving an image using FCA is 

))1)((( +−Ο rrn  where n  is the number of attributes of all of the images in the database and 
r  is the number of attributes of the query image such that nr ≤≤1 . 
 
Proof:  
Assume that all of the concepts with same attribute set sizes are located at the same level. For 
an attribute set of size n, there will be n levels in the lattice. We can find that the number of 
concepts at level )()( rCCrn nnrn −==−  where 1,...,2,1 −= nr . At level r , the size of 
attribute set of each concept is )( rn − . Therefore, in order to find a concept when the size of 
query attribute set is r , we need to consider concepts only from level 1 to level )( rn − . 

Case 1:  At level 1=l  
 At this level, the size of attribute set of each of the concept is )1( −n and the number 

of concepts with r attributes is )( 11 rnCC rnrnrn −== −−−− . These concepts are 
called the selectable concepts 4 . That is, the number of concepts that do not 

                                                           
4  A concept is a selectable concept in the lattice if its attribute set includes all elements of the query attribute set. It 

implies that selectable concepts could be selected to check other concepts that are superconcepts of a selectable 
concept at the next level. 
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include r attributes is rCC rnn =− − 11 . The worst-case time to find a concept 
with r attributes in its attribute set is 1111 +=+− − rCC rnn . 

Case 2: At level 2=l  
 At this level, the size of attribute set of each of the concept is )2( −n and the 

number of concepts including r attributes is 22 CC rnrnrn −−−− = . All of the selectable 

concepts found at level 2=l have )1(1 1 rnrCn −−=−−  superconcepts and their 
attribute sets include the r  attributes. That is, the number of concepts that do not 
include r  attributes is rrnn =−−−− )1()1( . Therefore, the worst case time of 
finding a concept, whose attribute set includes r  attributes, is 1+r . 

Case 3: At level 3≥l  
 By the same token, concepts with r attributes at level 1−− rn  

have 1)1( 111 ==−−−− −−−− rnrn CrCrnn superconcepts, such that their attribute 
sets include r  attributes at level rn − . That is, the number of superconcepts whose 
attribute set does not include r attributes equals rrrnn =−−−− ))1(( . Therefore, 
the worst case of finding a concept, whose attribute set includes the r  attributes, 
is 1+r . By induction, the number of worst case comparisons equals 

)1)(( +− rrn except for the two comparisons for the intersection and the equality 
operations. Therefore, the worst case time complexity is O ))1)((( +− rrn . 

3.5.1 Image Retrieval - An Example 

Suppose },,,{ polbaq =  represents the attribute set of a given query image and we need to 
find matching objects using the concept lattice. For clarity, Fig. 13 shows only a small part of 
the complete lattice.  
• While at [B], check its superconcepts: 

Concept 7C : qCq apljgba ≠
7

},,,,{I  

Go back to [B] and check its remaining superconcepts. 
Concept 16C : qCq apigebaa ≠

16
},,,,,{I  

Go back to [B] and check its remaining superconcepts. 
Concept 11C : qCq apomlkba =

11
},,,,,{I  

Go back to [B] and check its remaining superconcepts. In absence, move to 
the concept 11C . 

• Check the superconcepts of concept 11C : 

Concept 3C :    qCq apolba =
7

},,,{I  

Go back to 11C and check its remaining superconcepts. In absence, move to 
the concept 3C . 

• At Concept 3C , check its superconcepts: 

Concept 6C : qCq aplba ≠
6

},,{I  
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Go back to 3C and check its remaining superconcepts. 

 
Fig. 13. A subsection of the complete lattice for an image retrieval example 

• Since no superconcepts remain to be checked, and 3Caq ⊆ , concept 3C  is the concept 
satisfying the criteria given in the query image. Therefore, by examining the object set of 

3C , images img02 and img05 can be retrieved. 

4. Experimental Results 
We conducted a series of experiments on an image database to validate concepts presented in 
this paper. Our image database consists of more than 13,000 well annotated 
nature/architectural images. Results are collected through a Java-based application on a PC, 
equipped with a 2.4 GHz Intel Pentium processor and 2 GB of RAM in Windows XP 
environment. To simplify data collection process, the attribute set in these experiments are 
divided into five categories with a total of 45 distinct attributes as members of the attribute set. 

Table 4 shows the number of concepts generated as a function of number of images present 
in the concept lattice for the four different orders of insertion. As one can observe from this 
table, different insertion orders result in small variations in the number of generated concepts. 
Though these variations for this particular data set do not appear to be drastic, they can affect 
the overall image insertion time that may become quite noticeable for a larger image data sets. 
During retrieval phase, the attribute set of the query image is compared against the concepts 
already in the concept lattice. Therefore, depth of concept lattice can contribute significantly 
effect retrieval efficiency. The greater the concept lattice depths, the more involved are the 
comparisons and the retrieval time is higher. We observed lattice depth at various points 
during the image insertion process as listed in Table 4. This depth is a function of the number 
of attributes, as well as a particular set of images, and may differ for a different set of attributes 
or domain. 

Fig. 14 shows the average cumulative image insertion time as a function of number of 
images already present in the concept lattice. As one can observe from Fig. 14, the cumulative 
image insertion time exponentially increases with the number of images. This is due to 
generation of more and more redundant and/or possible concepts that need to be eliminated or 
absorbed in the already existing set of concepts, requiring additional comparisons. This is the 
time to build the entire lattice structure from the beginning. Since images are added to it only 
once, it can be an off-line process and will not affect the system retrieval performance. 
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Table 4. Number of concepts generated and the cumulative time as a function of number of images 
inserted in the concept lattice in four different orders 

Number of Concepts for order 
Number Lattice 

1R     2R     3R  4R  

1000 4 1151 1450 1413 1532 
2000 5 1824 2218 2582 2531 
3000 5 3495 2809 3017 4107 
4000 5 4195 4396 4397 5434 
5000 6 4803 5688 5354 6890 
6000 6 5234 6872 7743 7976 
7000 6 7666 7283 9359 8469 
8000 7 9607 8977 10670 8882 
9000 7 11360 11100 11273 9394 

10000 7 12964 12621 11705 12756 
11000 8 14966 14969 12695 14533 
12000 8 16651 16853 16386 16502 
13000 9 18959 18959 18959 18959 
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Fig. 14. Average time to add images to the concept lattice 

 
Generally, with an increase in the number of concepts in lattice, the insertion time for 

addition of new images in the lattice structure also increases due to an increase in the number 
of possible and/or redundant concepts. However, at occasions, less time may be required to 
add new images, even though more concepts are present in the lattice. This reduction in time is 
primarily due to reduced number of possible concepts generated during the insertion process. 
Therefore, the two prime factors contributing to the addition of new images in the concept 
lattice are (a) the number of concepts in an existing lattice and (b) the number of newly 
generated possible concepts. 

Fig. 15 shows the average number of concepts generated as a function of number of images. 
As one may expect, the number of concepts generated increases with the number of images. 
With our sample image database and 452 worst case total number of concepts, the increase in 
number of concepts is nearly linear. However, a different order of insertion of images or a 
different domain may generate a totally different set of concepts. 
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Number of images Vs. Number of concepts
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Fig. 15. Number of images vs. number of concepts 

 
We also collected information about the time to build the lattice as a function of number of 

attributes. For this experiment, we arbitrarily selected 1000 images with different attributes for 
insertion into the lattice structure. The average results are shown in Fig. 16. The addition 
method and the attributes effect the total insertion time, but this may be an off-line process and 
retrieval performance is independent of such time. 
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Fig. 16. Number of attributes vs. insertion time 

 
The retrieval effectiveness of image retrieval systems is generally defined in terms of 

precision and recall [39]. Recall is defined as the ratio of the number of relevant images 
retrieved to that of the total number of relevant images in the system. Conversely, precision is 
the ratio of the number of relevant images retrieved to that of the number of all the images 
retrieved. We have compared the performance of our system with a similar system proposed 
by Li & Wang [37] for image retrieval. Their system is primarily based on concept lattice and 
rough set theory. Their system does not provide an update mechanism and the results 
presented in [37] are for only 500 images. Precision and recall graphs for the proposed system 
and that of the system presented in [37] for the same image data set are given in Fig. 17. As 
one can observe, precision of the proposed system is always higher that that of the system in 
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[37]. This is due to the fact that comparisons in our scheme involve matching keywords with 
that of the user specified query. However, it must be noted that the retrieval effectiveness is 
highly dependent on the accuracy of the image annotation process. 
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Fig. 17. Precision-Recall graph for images in the system 

5. Conclusions and Future Directions 
Generally, the time complexity of an image retrieval system is a function of number of images 
in the database. In the scheme presented here, it is independent of the number of images and 
depends only on the number of attributes. Further, the most common approach to 
accommodate any change in the number of objects for a given lattice is to rebuild the entire 
lattice. However, this is an expensive and time consuming process. To overcome this problem, 
this paper introduces a new approach for addition of new objects which requires only a part of 
the lattice to be rebuilt, thus resulting in a significantly reducing the lattice rebuilding cost but 
requires a prior knowledge of the application domain. This method can be improved further by 
eliminating its domain dependency and limiting the redundancy of possible concepts. Further 
extensions are possible by developing methods for addition and deletion of attributes as well 
as deletion of objects. 
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