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Abstract 
 

In this paper, we propose an improved distributed multi-view video coding method that is 
robust to illumination changes among different views. The use of view dependency is not 
effective for multi-view video because each view has different intrinsic and extrinsic camera 
parameters. In this paper, a modified distributed multi-view coding method is presented that 
applies illumination compensation when generating side information. The proposed encoder 
codes DC values of discrete cosine transform (DCT) coefficients separately by entropy coding. 
The proposed decoder can generate more accurate side information by using the transmitted 
DC coefficients to compensate for illumination changes. Furthermore, AC coefficients are 
coded with conventional entropy or channel coders depending on the frequency band. We 
found that the proposed algorithm is about 0.1~0.5 dB better than conventional algorithms. 
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 1. Introduction 

With the evolution of video processing techniques from analog to digital, users are being 
offered higher-quality video services. This provides consumers with more realistic 
experiences from diverse multimedia services. High-definition television (HDTV) services 
based on digital video compression and transmission are currently provided in many countries 
and have been rapidly replacing existing NTSC/PAL service. Terrestrial and satellite digital 
multimedia broadcasting (T-DMB and S-DMB) have been commercialized in Korea as mobile 
television services. With these technologies, we can easily enjoy higher-quality video without 
being restricted by location. However, these 2D single-view services cannot provide realistic 
3D effects. Humans perceive 3D effects by observing two different views through two eyes. 
Thus, single-view video cannot produce 3D effects. Demand for digital multimedia services is 
changing from simple high-quality 2D services to 3D video services. In 2007, MPEG initiated 
a multi-view video coding (MVC) standardization to support these demands. The Joint Video 
Team (JVT) recently released an international standard for MVC, H.264/AVC amendment 4 
[1]. MVC was designed by exploiting both temporal redundancy and inter-view redundancy. 
However, although this coding structure increases coding efficiency, the encoder is quite 
complex owing to the inter-view prediction needed to achieve the coding gain. Furthermore, a 
large amount of bandwidth among view encoders is required to exploit inter-view prediction.  

Distributed video coding (DVC) approaches have been proposed to reduce the complexity 
of video encoders by migrating the computational load from the encoder side to the decoder 
side. This technology will be used for encoders having such characteristics as low-power 
and/or error resilience. Motion estimation is the most complex component of current encoders 
such as H.263, H.264/AVC, and MPEG 1/2/4. While conventional video codecs employ 
motion estimation at the encoder side, the theory developed by Slepian-Wolf [2] leads to a 
video codec in which temporal prediction is performed at the decoder side. Wyner and Ziv 
applied quantization to the Slepian-Wolf coder; the Wyner-Ziv (WZ) coder is considered to be 
a milestone and is a principal distributed video codec [2][3]. Inspired by this work, the 
DISCOVER project was conducted in Europe, and several DVC projects have been carried out 
[4][5].  

X. Guo et al. applied this DVC technology to MVC [6]. F. Dufaux et al. also presented 
advanced MVC using DVC technologies [7]. The MVC technology standardized by MPEG 
[1] can improve the coding gain by exploiting inter-view prediction, which is quite complex. 
Several tools were proposed for improving the coding efficiency of MVC during the 
standardization process. Illumination compensation is one algorithm that can improve the 
coding efficiency. Differences in camera parameters and other factors cause illumination 
differences between adjacent views of the same object at a single time. An illumination 
compensation method was proposed to reduce bit-saving and to improve video quality by 
sending the difference value as an additional DC value [8].  

 A simple approach to applying DVC to MVC is to generate side information (SI) by both 
temporal and inter-view interpolation. The performance of DVC is strongly affected by the 
accuracy of the SI. However, the SI in distributed multi-view video coding (DMVC) can be 
influenced by camera parameters and illumination conditions. Illumination compensation was 
proposed to improve the coding efficiency of MVC, and the efficacy of the algorithm was 
proven with extensive experiments. In this paper, we propose a DMVC algorithm for a 
low-complexity multi-view system. In the proposed algorithm, illumination information is 
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coded separately, and the DMVC SI can be robustly estimated regardless of illumination 
changes. High-frequency components are known to be inappropriate for channel coding, so 
they are also coded with run-level entropy coding.  

In Section 2, we introduce the fundamental DVC theory and conventional DMVC 
algorithms. In Section 3, the proposed DMVC method is presented. Experimental results and 
discussion are given in Section 4. Finally, Section 5 concludes the paper. 

2. Conventional Distributed Multi-view Video Coding 
Current MVC is based on inter-view prediction and requires considerable computational 
complexity at the encoder side. However, this computation load can be alleviated by adopting 
the DVC technique. In this paper, we propose a DMVC method that reduces the computational 
complexity of MVC by exploiting the characteristics of multi-view video. In this section, we 
introduce the fundamental concept of DVC and MVC. 

2.1 Distributed Video Coding 
DVC was proposed to reduce the computational complexity of a video encoder by using the 
statistical dependency between two or more pieces of data. Wyner and Ziv developed the 
fundamental framework for video coding based on Slepian and Wolf’s work.  

The Slepian-Wolf coding method is based on Shannon’s information theory [2]. Assume 
that two random signals X and Y are independent, and their entropies can be represented by 
H(X) and H(Y), respectively. Bit rates greater than the entropy are required to send information 
correctly; that is, Rx ≥ H(X) and Ry ≥ H(Y). However, if X and Y are dependent, H(X) ≥ H(X|Y), 
and H(Y) ≥ H(Y|X), H(X) + H(Y) ≥ H(X,Y). Using this fact, we can improve the coding 
efficiency for dependent signals. We need a certain bit rate for coding independent signals X 
and Y. However, coding two dependent signals requires a lower bit rate than that needed for 
independent signals. DVC exploits the statistical dependency between signals based on 
Shannon’s theory [9][10]. Assume that we need to send information X from an encoder to a 
decoder, and Y is SI that depends on the signal X. Y is either known at the encoder side or not. 
Generally, DVC does not compute the SI Y at the encoder side; rather, it is generated by the 
decoder. While the Slepian-Wolf method is considered a lossless coding method, Wyner and 
Ziv employed quantization and dequantization for lossy video coding.  

Signal X is quantized, and the quantized signal is coded with the Slepian-Wolf encoder. At 
the decoder side, the quantized signal is recovered with the Slepian-Wolf decoder with the SI Y. 
The recovered quantized signal is reconstructed using Y. This basic WZ coder has been 
combined with a channel coder. DVC with a channel coder consists of the following steps: 

1. At the encoder side, a random signal is quantized; we call it X. 
2. Parity bits are generated for the quantized random signal X and are                                            

transmitted to the decoder side. 
3. At the decoder side, the coder generates SI that should be similar to Y. 
4. The generated Y is corrected with the transmitted parity bits through channel decoding. 

The corrected signal X' should be similar to the original quantized signal X.  
With fewer parity bits, we can reconstruct a more accurate X' that is similar to X from SI Y. 

For DVC based on channel coding, it is important to generate accurate SI that is more similar 
to that of the original signal X. In addition, the performance of a channel coder is also 
important for achieving good coding performance.  
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A DVC encoder does not have a motion estimation stage; it has only a channel coding 
method for WZ frames. However, the decoder has an SI generation module that corresponds to 
motion estimation in generic video coding. The motion estimation performance significantly 
influences a video codec’s performance, and the accuracy of the SI is very important for 
improving DVC performance. For DVC, a channel decoder is used to correct errors between 
original frames and interpolated frames (SI). Thus, we need a large number of bits when the SI 
diverges considerably from the original frame. Much research has examined how to enhance 
the quality of SI [11][12][13][14][15][16][17][18].  

2.2 Conventional DMVC Approaches 
Fig. 1 shows a block diagram of conventional DVC; the DVC system generally encloses a 
conventional video codec [3]. Let X be information delivered by the DVC coder and K be the 
key information used as a reference signal to generate SI Y at the decoder side. For DVC, the 
generation of SI is critical to improving coding efficiency and robustness. At the decoder side, 
the approximated X is reconstructed using the generated SI Y and the parity information from 
the original signal X, delivered by the encoder. SI is generally a predicted frame that is 
estimated using two adjacent key frames. The key frames should be temporally close to the 
original signal.  
 

Fig. 1. Block diagram of conventional distributed video coding 
 

This DVC method can be applied to MVC to alleviate the computational burden of the 
many predictions required by MVC. For some parts of a multi-view sequence, only parity 
information is delivered to a distributed multi-view (DMV) decoder. At the DMV decoder, the 
views are reconstructed with inter-view frames (SI), which are predicted using neighboring 
frames. Several SI generation methods have been proposed. As shown in Fig. 2, two views are 
encoded with a conventional video coder. The second view is coded with conventional 
intra-frame coding and a WZ coder. For instance, odd and even frames are coded with the 
conventional intra-frame and WZ coding, respectively. That is, only parity information is 
transmitted to the DMV decoder for the even frames of the second view [6][19][20].  
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Fig. 2. Example of distributed multi-view video coding 

 
By transmitting multiple views from a scene with MVC, we can watch the video from 

various user-selected viewpoints or in 3D with a 3D display. Single-view video coding 
exploits redundancy in the spatial and temporal domains. However, inter-view dependency is 
also used for MVC. Because an MVC system acquires multiple views of a scene 
simultaneously, similar spatial dependency exists in adjacent views. Fig. 3 shows two adjacent 
input videos. The areas of spatial redundancy are indicated by black boxes.  

 

 
Fig. 3. Spatial redundancy in two adjacent views 

 
As mentioned above, the accuracy of SI is important for DVC. Based on the generic 

characteristics of multi-view video, SI can be generated using temporal or inter-view 
prediction. Methods of SI interpolation can be classified into three approaches: 
motion-compensated temporal interpolation (MCTI), homography-compensated inter-view 
interpolation (HCII), and disparity-compensated inter-view interpolation (DCII). In temporal 
interpolation, the current frame is synthesized with the previous and/or next frames. Left 
and/or right frames in the adjacent views are exploited to predict the current frame by 
inter-view interpolation. MCTI is generally used for DVC for single-view video coding. By 
using homography, an inter-view frame can be generated. However, HCII is not widely used 
because it requires many floating-point operations. In addition, it could suffer from the 
inaccuracy of camera parameters. DCII can be considered as an extension of MCTI. MCTI 
generates inter-view frames between temporally adjacent frames, whereas DCII generates 
inter-view frames with views from adjacent cameras, as shown in Fig. 4.  
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Fig. 4. Disparity-compensated inter-view interpolation (DCII) 

2.3 Illumination Changes  
In MVC, inter-view redundancy is very useful, so this clue could be used for disparity 
estimation in general MVC and for SI generation in DMVC. However, exploiting inter-view 
redundancy can be difficult, as shown in Fig. 5. Because of the unique intrinsic and extrinsic 
parameters of each camera, the two pictures could look different, reducing the usefulness of 
the redundancy.  
 

 
Fig. 5. Illumination difference between neighboring views 

 
Illumination compensation can improve the peak signal-to-noise ratio (PSNR) of 0.5 dB for 

MVC [8]. In DCII, the accuracy of the SI is influenced by illumination changes. If the SI is 
inaccurate, error correction using the transmitted parity information is less effective. In this 
paper, we propose an inter-view prediction method based on illumination compensation for 
generating SI from neighboring views.  

3. Proposed Illumination-Compensation-Based Distributed Multi-view 
Video Coding 

Fig. 6 shows a DVC-based multi-view coder for coding DCT coefficients with channel coding 
and entropy coding. Entropy coding is a lossless data compression scheme in which 
variable-length coding is typically used to assign a symbol to a codeword of minimal length to 
achieve the Shannon entropy bound for an ensemble. Channel coding is used to correct errors 
in a channel. Parity data are transmitted into a receiver, and errors in SI can be corrected by the 
channel decoder. Illumination compensation is performed by transmitting the DC coefficients 
and using them to generate accurate SI. In coding the rest of the AC coefficients, 
high-frequency components are coded with run-level coding, and mid-frequency components 
are coded with a channel coder such as a Turbo coder. The Turbo code is known to be the first 
practical code to closely approach the channel capacity and to provide outstanding 
error-correction performance. High-frequency components have a higher error rate than 
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mid-frequency components. With a high error rate, many parity bits are needed to correct 
errors. Thus, the proposed algorithm employs conventional run-level coding for 
high-frequency components because the rate and quality can be adjusted easily. Furthermore, 
it does not lead to significant computational load at the encoder side.  
 

 
Fig. 6. Block diagram of the proposed distributed video codec based on illumination compensation 

3.1 Proposed Distributed Multi-view Encoder 
Key views are coded by the conventional video coder, H.264/AVC. As shown in Fig. 6, view 
0 and view 2 are key views, and all the frames in those views are encoded with the 
intra-prediction mode of H.264/AVC. Regarding the view 1, every other frame is coded by the 
H.264/AVC intra-frame coder; these are called key frames. The rest of the frames in the view 
are coded with the proposed DMVC.  
 

 
Fig. 7. Encoding process of the proposed method  

 
The proposed illumination-compensation-based DMVC is applied as shown in Fig. 7. As 

mentioned above, key frames are coded by the H.264/AVC intra-coder, and WZ frames are 
transformed by a discrete cosine transform (DCT). Then, the transform coefficients are 
quantized with a uniform quantizer. In the proposed method, we employ an 8×8 fixed-point 
DCT with a precision of 10 bits. Because conventional DVC algorithms generally employ a 
fixed-point DCT, we also use the 8×8 fixed-point DCT to remove transformation effects. The 
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quantization step size Wk for the kth DCT coefficient is defined by: 
 

| | 630,...12/2 max ,=k),(v=W kM
kk −                                 (1) 

 
where | |maxkv indicates the highest absolute value among the DCT coefficients for each 

frequency component in a frame. | |maxkv should be transferred to the decoder for each frame. 
The quantization table (2Mk, k = 0~63) is depicted in Fig. 8. While the conventional DVC 
algorithm employs a 4×4 quantization table, the proposed algorithm uses an 8×8 table because 
an 8×8 transformation is used [20].  
 

 
Fig. 8. Quantization matrix 

 
As shown in Fig. 9, mid-frequency components (1~47) are coded with a channel coding 

method (that is, the Turbo coder). Next, only the parity bits are transferred to the decoder. 
Fifteen quantized high-frequency coefficients (48~63) are coded with a run-level entropy 
coder. First, the quantized coefficients are predicted from those of the collocated block in the 
previous frame. Then, these prediction residuals are coded by applying a variable-length coder 
based on CAVLC in H.264/AVC. The high-frequency components are coded with an entropy 
coding method used for intra-block (not inter-block) coding in H.264/AVC. Note that DCT 
coefficients for intra 16×16 block are separated into AC and DC components in H.264/AVC. 

 

 
Fig. 9. DCT coefficients and their indexes in the DCT domain 
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3.2 Proposed Distributed Multi-view Decoder 
In the proposed algorithm, not only parity data for the mid-frequency band but also DC and 
high-frequency coefficients are transferred into the distributed video decoder, whereas the 
conventional WZ coder transmits only parity bits for all the quantized DCT coefficients. The 
proposed illumination-compensation-based distributed video decoder consists of three steps. 
The first step is to generate SI, which is predicted by considering illumination changes. The 
second step is to replace the received DC coefficients with the reconstructed SI and channel 
decoding. The DC value transmitted from the encoder is placed as the DC component in the 
DCT domain of the reconstructed SI. Then, mid-frequency components are corrected by the 
channel decoder with the transferred parity data. The third step is to update high-frequency 
coefficients to reconstruct the final frame. The redundancy between two pictures is generally 
high at low frequency and low at high frequency. Therefore, prediction errors for high 
frequencies are higher than those for low frequencies. The SI is also an estimated signal, so it 
has large errors at high frequency. In DVC, the number of parity bits needed is proportional to 
the error, which affects the capacity for correction. Thus, we employ entropy coding for high 
frequencies.  

As mentioned in Section 2, SI can be generated by either temporal prediction or inter-view 
prediction. In the proposed algorithm, we adaptively select one of the two approaches, MCTI 
or DCII, for each macroblock.  

 

 
Fig. 10. Flowchart for the proposed side information generation 

 
Fig. 10 shows the flowchart for SI generation, which can be divided into three main steps. 

First, the temporally predicted frame is generated from the temporally succeeding and 
preceding key frames. This is based on MCTI, and motion estimation and compensation are 
conducted in 4×4 blocks. After prediction from the two frames, holes appear unpredictably. 
These holes are filled with neighboring pixels based on bilinear interpolation. Fig. 11 shows 
an SI frame after the MCTI step, which has many hole regions. Then, an inter-view prediction 
frame is generated from two adjacent key frames in the key views. For prediction, we use a DC 
offset for an invariant distance measure defined by: 

 

∑ ∑
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where S and T represent block sizes, and M(m, n) is the average of the pixel values in a block. 
Based on the ICSAD, we can remove the DC offset effect caused by illumination changes. 
Again, several holes can be seen in the predicted frame. The holes should be filled by bilinear 
interpolation.  

 

 
Fig. 11. SI frame after MCTI step, which has multiple holes  

 
In the last step, the SI frame is generated by adaptively selecting between temporal side 

information (TSI) and view side information (VSI) block by block, as shown in Fig. 12. The 
TSI and VSI images are divided into 8×8 blocks. Then, we need to identify which blocks 
correspond to the 8×8 TSI block in the previous (t − 1) and next (t + 1) key frames. In the same 
manner, for the 8×8 VSI block, we must identify the blocks having the minimum sum of the 
absolute differences between the left and right views. Among the four corresponding blocks, 
the best matching block having the minimum distance is selected for the final SI.  

 

 
Fig. 12. Reconstruction of SI with VSI and TSI 

4. Experimental Results and Analysis 
We compared the proposed algorithm with that of Dufaux et al. [7]. We used the Ballroom, 
Exit, Race 1, and Akko-kayo sequences for this evaluation. The characteristics of the 
sequences are listed in Table 1. The Ballroom, Exit, and Race 1 sequences consisted of eight 
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views. However, we employed only the zeroth, the first, and the second views for our 
experiment. The Akko-kayo sequence was acquired with a 2D array camera arrangement. For 
this sequence, we also used the zeroth, the first, and the second views.  

 
Table 1. Test sequences 

Sequences Image Property Camera Arrangement 

Ballroom, Exit 640x480, 25fps (rectified) 8 cameras with 20cm spacing; 1D/parallel 

Race 1 640x480, 30fps (non-rectified) 8 cameras with 20cm spacing; 1D/parallel 

Akko-kayo 640x480, 30fps (non-rectified) 100 cameras with 5cm horizontal and 20 cm 
vertical spacing; 2D array 

 
In our test, we used the conventional H.264/AVC intra-frame coding for key frames and key 

views. Note that the profile of H.264/AVC is set to the baseline. The conventional algorithm 
[7] and the proposed algorithm are based on WZ DVC and use an 8×8 fixed-point DCT 
followed by a uniform quantization with 2Mk levels. The conventional and proposed algorithms 
employ the same Turbo coder and the same SI generation method, which is shown in Fig. 10. 
Note that the proposed algorithm was designed to improve the coding gain for multi-view 
videos by exploiting illumination mismatches. The proposed algorithm was implemented on 
the conventional DMVC [7], which is known to be efficient for multi-view video.   

 
Table 2. RD performance of the conventional DMVC [7] and the proposed method 

Sequence QP 

Conventional DMVC [7] Proposed method 
Average 

Rate 
(kbps) 

Average 
PSNR 
(dB) 

Average 
Rate 

(kbps) 

Average 
PSNR 
(dB) 

Ballroom 
34 1969.83 33.53 2050.25 33.86 
31 2392.61 35.11 2352.83 35.30 
29 3803.34 36.1 3992.05 36.29 

Exit 
31 1694.48 37.51 1572.21 37.69 
29 2046.63 38.18 1974.66 38.31 
26 2878.74 39.09 3138.34 39.16 

Race 1 
28 3232.49 37.68 3175.46 37.72 
26 4572.3 38.6 4739.22 38.70 
24 5672.32 39.47 5715.16 39.63 

Akko-kayo 
36 1695.93 33.51 1653.56 34.40 
29 3294.74 37.92 3265.37 38.48 
24 5613.96 40.62 5464.17 41.25 

 
Table 2 shows the rate distortion (RD) performance of the proposed and the conventional 

DMVCs for the test sequences in terms of quantization parameter (QP) values. As shown in 
Table 2, the proposed algorithm has a better PSNR than the conventional algorithm. However, 
additional information for the DC values increases the bit rates somewhat. Fig. 13 shows the 
RD curves for the test sequences. The proposed method without separate coding uses an 
entropy coder to encode only DC values, and the proposed method with separate coding 
employes a run-length coder to encode not only DC but also several AC values.  As shown in 
Fig. 13, the RD performance of the proposed algorithm is superior to that of the conventional 
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algorithm for many QP values. The RD performance of the proposed method with separate 
coding is also better than that of the proposed method without separate coding at most QP 
values for the test sequences. We can say that channel coding is not suitable for representing 
high-frequency components.  

 

 
(a) Ballroom sequence                                             (b) Exit sequence 

 

 
(c) Akko-kayo sequence                               (d) Race 1 sequence 

Fig. 13. Comparison of RD performance of the conventional DMVC [7] and the proposed method 
 

Table 3 shows the average PSNR of the SI generated by the conventional [7] and the 
proposed algorithms. As shown in Table 3, the PSNR of the SI is higher than that of the 
conventional algorithm, because the proposed algorithm uses illumination compensation. In 
addition, Table 3 also shows the percentages of view and temporal predictions for the 
conventional and proposed algorithms. View prediction is more frequently selected by the 
proposed algorithm because illumination mismatches occur between two adjacent views. We 
found that the percentage of view prediction increases depending on the proposed illumination 
compensation.  

Table 4 shows the RD performance of the conventional and proposed algorithms when they 
use only view prediction. The RD performance of both algorithms is degraded because 
temporal prediction is removed. However, the RD performance of the proposed algorithm is 
better than that of the conventional algorithm because the latter does not consider illumination 
differences between adjacent views. The Akko-kayo sequence has a moderate illumination 
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mismatch, and we found that some coding gain was achieved. We can say that our method is 
more robust than the conventional method.   

 
Table 3. PSNR and percentages of prediction method selected to generate side information 

 QP 
Conventional DMVC [7] Proposed method 

Average 
PSNR  
 (dB) 

View 
prediction 

(%) 

Temporal 
prediction 

(%) 

Average 
PSNR  
(dB) 

View 
prediction 

(%) 

Temporal 
prediction 

(%) 

Ball 
Room 

34 28.9 
6.0 94.0 

29.2 
7.0 93.0 31 29.5 30.3 

29 30.8 31.3 

Exit 
31 32.2 

9.8 90.2 
33.6 

23.2 76.8 29 33.7 34.7 
26 34.2 35.2 

Race 1 
28 32.6 

5.2 94.8 
33.1 

16.6 83.4 26 31.5 32.7 
24 33.5 34.6 

Akko 
-kayo 

36 29.2 
7.8 92.2 

30.6 
19.5 80.6 29 32.4 33.0 

24 34.5 35.9 
 
Table 4. RD performance of the conventional and proposed algorithms with only view prediction. 

Sequence QP 

Conventional DMVC [7] Proposed method 
Average 

Rate 
(kbps) 

Average 
PSNR 
(dB) 

Average 
Rate 

(kbps) 

Average 
PSNR 
(dB) 

Ballroom 
34 1983.29 32.74 2057.83 33.10 
31 2409.97 34.74 2400.85 35.00 
29 3818.04 35.9 4012.11 36.17 

Exit 
31 1697.78 37.04 1604.3 37.41 
29 2051.09 37.54 2056.94 38.12 
26 2881.07 38.44 3202.39 39.15 

Race 1 
28 3240.74 37.01 3204.3 37.47 
26 4579.13 37.9 4556.94 38.66 
24 5677.07 39.09 5692.39 39.61 

Akko-kayo 
36 1704.02 33.09 1687.31 34.01 
29 3300.8 36.94 3295.03 37.01 
24 5627.16 40.07 5633.16 40.87 

5. Conclusions 
In this paper, we proposed a distributed multi-view video coding method employing 
illumination compensation for multi-view video coding. In multi-view video, the illumination 
could differ in adjacent views owing to the use of different cameras and different illumination 
and viewing conditions. In addition, we employed run-level coding for high-frequency 
components and a channel coder for mid-frequency components. In this paper, the view 
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prediction and temporal prediction performance is improved by using illumination 
compensation. The proposed algorithm uses not only view prediction but also temporal 
prediction. Further research will focus on the development of an adaptive side information 
generation method for multi-view videos. 
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