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Abstract 
 

Biometric discretization is a process of transforming continuous biometric features of an 
identity into a binary bit string. This paper mainly focuses on improving the global 
discretization method – a discretization method that does not base on information specific to 
each user in bitstring extraction, which appears to be important in applications that prioritize 
strong security provision and strong privacy protection. In particular, we demonstrate how the 
actual performance of a global discretization could further be improved by embedding a global 
discriminative feature selection method and a Linearly Separable Subcode-based encoding 
technique. In addition, we examine a number of discriminative feature selection measures that 
can reliably be used for such discretization. Lastly, encouraging empirical results vindicate the 
feasibility of our approach. 
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1. Introduction 

Biometric has emerged as a promising surrogate for conventional identity representation 
mechanisms such as password (i.e. pin number) and token (i.e. ID card) due to its merits of 
being representative and convenient. Nonetheless, being inextricably linked to an user, 
biometric once compromised can never be reissued or replaced and thereby must be placed 
under careful protection when it is deployed in a recognition system. 

Many verification systems integrate biometrics into their applications to provide a greater 
level of security and conveniency. However, many applications such as biometric-based 
cryptographic key generation schemes [2][5][8][14][15][17][22] and biometric template 
protection schemes [9][10][12][20][21] usually only work with binary secret.  While most 
biometric modalities represent each identity using a set of continuous features intrinsically 
upon a preliminary feature extraction, these features need to be subsequently converted to a 
binary string through a transformation process called biometric discretization. Fig. 1 depicts 
the block diagram of a binary string generation in a biometric verification system that uses a 
biometric discretization scheme as a basis. 

 

 
Fig. 1. Binary string generation in a biometric verification system. 

In general, biometric discretization can be decomposed into two essential components, 
which can be alternatively described as a two-stage mapping process:  
• Quantization: This first component can be seen as a continuous-to-discrete mapping 

process. Given a set of feature elements per identity, every one-dimensional feature space 
is initially constructed and segmented into a number of non-overlapping intervals which 
are associated to a set of decimal indices. Popular quantization techniques comprise 
equal-width quantization and equal-probable quantization. The former partitions each 
one-dimensional feature space into multiple non-overlapping equal-width intervals; 
while the latter partitions each one-dimensional feature space into multiple intervals 
according to the background probability distribution so that every interval encompasses 
the same amount of background probability mass. This paper focuses on the former due 
to stronger security provision. 



376                  Lim et al.: Discriminative and Non-User Specific Binary Biometric Representation via Linearly-Separable SubCode 

• Encoding: The second component can be regarded as an discrete-to-binary mapping 
process, where the resultant index of each dimension is mapped to a unique n-bit binary 
codeword of an encoding scheme. The codeword output of every feature dimension is 
then concatenated to form the final bit string of an identity. The discretization 
performance is then evaluated in the Hamming domain. The existing encoding schemes 
for biometric discretization include Direct Binary Representation [2][8], Binary 
Reflected Gray Code [6] and Linearly Separable SubCode [11].  

Apart from that, information regarding the constructed intervals in each dimension, also 
known as interval information, is stored as the helper data along with the relevant parameters 
during enrolment. In the verification phase, this helper data is used to reproduce the same 
binary string of every genuine user. Note that it is important to prevent such helper data from 
leaking any helpful information regarding the output binary string (security concern) and the 
biometric feature itself (privacy concern) so that such leakage would not happen under the 
worst case scenario where a biometric system is compromised.  
• Security: Binary output of every user should contain an adequately high amount of 

entropy and this entropy should not be undermined by analyzing the helper data. In the 
context of biometric discretization, the entropy of each user’s binary output is usually 
formed by concatenating entropy offered by every feature dimension of that user. 
Depending on the probability of occurrence pi of every binary output i, the entropy of a 

feature dimension is calculated by 2
1

log
S

i i
i

l p p
=

= −∑ . If the probability of the binary 

outputs is equal, then the entropy can be simplified as 2log il p= −  for any {1,..., }i S∈ . 
Thus, the more the quantization intervals are constructed in each dimension when the 
more the binary outputs/the longer the informative bits need to be derived from a 
dimension. Proportionally, the probability pi for every binary output gets smaller and the 
higher the entropy would be against any adversarial brute force attack (more secure). 

• Privacy: To avoid devastated consequence upon compromise of the irreplaceable 
biometric features of every user, the helper data must not be correlated to the raw or 
projected features. For example, the interval information must not be derived in 
accordance with the exact location of the features to avoid such vital sensitive 
information being leaked via mere observation. Thus, the non-invertibility of the helper 
data should be guaranteed in order to impede any adversarial reverse engineering attempt 
in obtaining the raw features. Otherwise, it has no difference from storing the biometric 
features in the clear in the system database. 

1.1 Related Work 
In general, biometric discretization can be dichotomized into global discretization and 
user-specific discretization. A global discretization uses a common set of helper data to derive 
a bit string for every user in a system; while a user-specific discretization extracts each 
bitstring based on information that is specific to the corresponding user.  

In fact, each of these discretization schemes offers several advantages which could be very 
useful for different applications. For instance, since distinctive local information of each user 
is utilized in bitstring generation, user-specific discretization schemes are typically able to 
outperform global schemes and thus are appropriate for applications that desire a 
discriminative performance.  

On the other hand, global discretization does not contain any user-specific information. 
Therefore, it could be a promising option when privacy protection is a priority in an 
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application. Additionally, in some user-specific  discretization schemes [2][3], boundary 
intervals are left unused with the purpose of best fitting the genuine user pdf in an interval 
(called the genuine interval) in each dimension. Since a common codeword associated with 
the boundary intervals is excluded from the guessing range, these schemes experience a 
non-trivial entropy loss in each dimension. Unlike such schemes, global discretization 
completely utilizes the elements of an encoding scheme, giving an adversary no chance to 
eliminate any codeword from his guess. Thus, global discretization does not trade security for 
performance, making it a better choice of discretization for cryptographic application. 

Numerous user-specific biometric discretization schemes have been proposed over the past 
decade but only a little attention was paid to the global schemes. A global 1-bit discretization 
scheme fundamentally employed by Monrose et al. [14][15], Teoh et al. [17] and Verbitsky et 
al. [21] partitions each feature space into two intervals which are labelled using a simple set of 
‘0’ and ‘1’ based on a threshold. As the scheme is global, every user employs the same 
quantization setting, and thus do not require any user-specific helper data to be stored.  

Han et al. [7] extracts a 9-bit pin from users’ fingerprint impressions based on the global 
discretization setting. The binary pin extraction process can be divided into two parts:  
(a) The derivation of the first 6 bits comes from the 6 pre-identified reliable/stable minutiae: if 

a minutia belongs to bifurcation, a bit '0' is assigned; if it is a ridge ending, a bit'1' is 
assigned. 

(b) The derivation of the last 3 bits is constituted by a one-bit discretization on length of the 
maximal side, a one-bit discretization on the median angle and a one-bit discretization on 
the minimal angle of the triangular feature. Note that these discretizations are applied to 
the tenth digit (in decimal representation) of the feature value. For instance, for any 
non-negative integer x and y, the feature range of [xy.0, xy.49] is mapped to a bit ‘0’ while 
the feature range of [xy.5, xy.99] is mapped to a bit ‘1’. 

Tuyls et al. [20] and Kevenaar et al. [10] used a user-specific 1-bit discretization technique 
by selecting the feature mean of the entire user set as the threshold for each dimension in their 
biometric discretization scheme. This scheme identifies a distinct set of reliable components 
from either the training bit statistics [20] or a reliability function [10] for every user so that 
such local information can be utilized to enhance the discretization performance.  

However, the incapability of these schemes in meeting the increasing entropy security 
requirement has driven the researchers to consider the need of generating informative binary 
stream through extracting multiple bits from each feature space. Hao-Chan [8] employed a 
user-specific multi-bit discretization scheme, of which the genuine interval is determined as 
[ ],k kµ σ µ σ− + , where µ  and σ  denote the mean and the standard deviation of the user 
distribution, and k  is a free parameter. The remaining intervals are constructed based on a 
constant width of 2kσ . Chang et al. [2] introduced a similar scheme to Hao-Chan’s scheme 
[8]. This scheme extended the real feature space of every dimension to account for the extra 
equal-width intervals in order to form a total of 2n  intervals which are labelled by n -bit direct 
binary representation (DBR) encoding elements (i.e. 10 23 011→ , 10 24 100→ , 10 25 101→ ). 

Yip et al. [22] employed a global multi-bit discretization scheme based on an equal-width 
intervals construction. In the scheme, every one-dimensional feature space is partitioned into 
2n equal-width intervals which are labelled using a n-bit Binary Reflected Gray Code (BRGC) 
[6] encoding scheme (i.e. 10 23 010→ , 10 24 110→ , 10 25 111→ ). 

Chen et al. [3] demonstrated another user-specific multi-bit discretizer based on 
likelihood-ratio. The involved quantization scheme constructs intervals in an equal-probable 
manner where the background probability mass is equally distributed within each interval. The 
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leftmost and rightmost intervals with insufficient background probability mass are wrapped 
into a single interval which is tagged with a common label. Similar to Yip et al.’s scheme, 
BRGC is adopted for the encoding usage. 

Other user-specific discretization schemes based on more complicated dynamic bit 
allocation methods include those which are illustrated in [4][16][18]. 

1.2 Motivations and Contributions 
As we have seen in the literature, there is a lack of effort in developing a superior global 
discretization scheme that offers a good recognition performance with satisfactory security 
provision and privacy protection practically. In fact, only Yip et al. [22] has contributed in 
such relevant development. Moreover, it has also been reported that discretization 
performance of all the above schemes is susceptible to deterioration whenever a high entropy 
binary representation is needed [11].  

In view of the vital importance of such discretization scheme in fulfilling strong security 
provision and privacy protection, this paper proposes a standard multi-bit global discretization 
strategy that could always offer an improved performance through adopting the use of a 
recently proposed encoding scheme, known as Linearly Separable SubCode (LSSC) [11] and a 
global feature selection method.  

Note that the proposed methodology is unique in the sense that the adopted LSSC encoding 
scheme is not substitutable with any other encoding scheme in achieving an improved 
performance because a very important property known as the “ideal separability” attribute 
needs to be satisfied by the encoding scheme in order to allow the feature selection to be 
carried out in an effective manner.  

Moreover, the global feature selection method which we are going to deal with is somewhat 
novel comparing to the conventional user-specific feature selection method. A user-specific 
method usually selects a different set of discriminative feature dimensions for each user and 
thus is unsuitable to be employed when a global discretization is desired. To overcome such 
inappropriateness, we alter the usual way which the dimensions are selected by picking a 
pre-specified number of dimensions with the highest quantity of discriminative features across 
all the users in a system to be the common discriminative dimensions.  

On the whole, the contribution of this paper is two-fold: 
• We demonstrate a novel global feature selection technique to select discriminative 

dimensions that contain most discriminative features among the users. 
• We combine such a feature selection technique with Linearly Separable SubCode 

encoding to achieve a greater discretization performance. 
The structure of this paper is organized as follows. In the next section, more details 

regarding our approach are given. In section 3, experimental results justifying the 
effectiveness of our approach are presented. Lastly, several concluding remarks are provided 
in section 4. 

2. The Proposed Approach 

Suppose that a total of J  users are enrolled in a system with each of them represented by D  
ordered feature elements upon a preliminary feature extraction. In view of potential intra-class 
variation, the d-th feature element of the j-th user can be modeled by a user pdf, denoted by 

( )d vjf  where {1,2,..., }d D∈ , {1,2,..., }j J∈  and v∈  feature space dV . On the other hand, 
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due to inter-class variation, the -th feature element of the entire population can be modeled 
by a background pdf, denoted by ( )d vf . Both distributions are assumed to be Gaussian. That 

is, the d-th dimensional background pdf has a mean dµ  and a standard deviation dσ  while 

the j-th user’s d-th dimensional user pdf has a mean d
jµ  and a variance d

jσ .  

Our strategy of enhancing the performance of state-of-art global discretization encompasses 
two necessary criteria: 
a) [Global Feature Selection] Select Dfs (Dfs < D) most discriminative dimensions which are 

common to all users in a system from the D initial dimensions produced by the 
preliminary feature extraction process in accordance with the discriminative measure in 
use. In particular, all discriminative measurements of all users in each dimension are 
summed up initially to give the final measurement value for actual discriminative 
evaluation. Then, Dfs highest final measurement values will be taken as the common 
discriminative dimensions for all users. 

b) [Encoding Scheme] Employ LSSC encoding for discretization to preserve possibly 
superior performance led by the prior discriminative feature selection disregarding the 
entropy requirement imposed on the discretized output. 

2.1 Discriminative Measures for Global Feature Selection 
In this subsection, we identify and suggest two potentially reliable discriminative measures 
from the user-specific schemes in the literature, where any of such could be applied in our 
global feature selection process efficiently, namely reliability and detection rate. The 
descriptions of these measures are provided as follows. 
2.1.1 Reliability (RL) 
Reliability is an efficient discriminative measure proposed by Kevenaar et al. [10] to sort the 
discriminability of the feature components in their user-specific 1-bit discretization scheme. 
The definition of this measure is given by 

( )2
1 1
2 2

d d
d j
j

d
j

RL erf
µ µ

σ

  
  −  =   
      

+ , {1,2,..., )j J∈ , {1,2,..., )d D∈                   (1) 

where erf denotes the error function. This reliability measure would produce a higher value 
when a feature element has a larger difference between d

jµ  and dµ  relative to d
jσ . As a 

result, a high reliability measurement indicates a high discriminating power of a feature 
component. 
2.1.2 Detection Rate (DR) 
Detection rate is a discriminative measure which considers an additional factor in 
discriminativity evaluation of each feature component – the position of the user pdf with 
reference to the constructed genuine interval, on top of statistical information of the pdfs in 
each dimension. This measure was adopted by Chen et al. in their dynamic bit allocation 
scheme [4] and is defined as the area under curve of the user pdf enclosed by the genuine 
interval in a dimension. It can be described mathematically by 
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int
( ) ( )

d
j

d d
j

d
jS f v dvδ = ∫                                                   (2) 

where d
jδ denotes the j-th user’s detection rate of the d-th dimension, intd

j  denotes the the j-th 

user’s genuine interval of the d-th dimension  and dS  denotes the number of constructed 
intervals in the d-th dimension. 

2.2 Linearly Separable SubCode (LSSC) Encoding Scheme 
Generally speaking, Linearly Separable SubCode (LSSC) [11] is an encoding scheme that was 
introduced to replace Direct Binary Representation (DBR) and Binary Reflected Gray Code 
(BRGC) schemes in discretization for efficient classification purpose.  

By viewing a discretization as a two stage mapping process – the continuous-to-discrete 
map (quantization) and the discrete-to-binary map (encoding), LSSC has an exclusive ability 
to preserve completely the separation among the feature points during the discrete-to-binary 
map as the ultimate distance evaluation is performed in the Hamming domain. On the other 
hand, LSSC might need to utilize a large amount of bits redundancy to expand such 
separability in the Hamming space to enable a one-to-one correspondence between every 
non-reference codeword and the Hamming distance incurred with respect to every possible 
reference codeword. It is reported in [11] that the more such bit redundancy is used, the higher 
the improvement of discretization performance could result as compared to that of DBR and 
BRGC. (See [11] for a more detailed explanation about the advantage of LSSC over DBR and 
BRGC in biometric discretization). 

LSSC has a code length of LSSCn  and it consists of ( 1)LSSCS n= + codewords which 

happens to be a subset of 2 LSSCn  codewords. The bit redundancy r can simply be quantified by 
2log ( 1)LSSC LSSCr n n= − + bits. Here, we provide a brief construction of LSSC as follows: 

Beginning with an arbitrary LSSCn -bit codeword, say an all zero codeword, the next LSSCn  
codewords can be sequentially derived by complementing a bit at a time from the lowest 
(rightmost) to the highest order (leftmost) bit position. The resultant LSSCn -bit LSSCs for the 
specified S = 4, 8 and 16 are shown in Table 1. 

 
Table 1. A  collection of LSSCn -bit LSSCs for S = 4, 8 and 16 with [ ]τ  indicating the codeword index. 

3LSSCn =  

4S =  

7LSSCn =  

8S =  

15LSSCn =  

16S =  

[0] 000 [0] 0000000 [0] 000000000000000 [8] 000000011111111 
[1] 001 [1] 0000001 [1] 000000000000001 [9] 000000111111111 
[2] 011 [2] 0000011 [2] 000000000000011 [10] 000001111111111 
[3] 111 [3] 0000111 [3] 000000000000111 [11] 000011111111111 

 [4] 0001111 [4] 000000000001111 [12] 000111111111111 
 [5] 0011111 [5] 000000000011111 [13] 001111111111111 
 [6] 0111111 [6] 000000000111111 [14] 011111111111111 
 [7] 1111111 [7] 000000001111111 [15] 111111111111111 

2.3 Some Discussions and a Summary of our Approach 

In a typical biometric cryptosystem, an entropy requirement L  is usually imposed on the 
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binary output of the discretization scheme. For equal-probable quantization, L  is equally 
divided by D  dimensions for typical discretization schemes and by Dfs dimensions for our 
feature selection approach when fixed-bit allocation principle is based upon. Since the entropy  

 
per dimension l is logarithmically proportional to the number of outputs S or lfs & Sfs for our 
approach) constructed in each dimension, this can be written as 

2/ logl L D S= =  for typical discretization scheme; or                         (3) 

2/ logfs fs fsl L D S= =  for our feature selection approach                       (4) 

By denoting n  as the bit length of each one-dimensional binary output, the actual bit length N 
of the final bitstring can be described by 

 N Dn=                                                                 (5) 

For LSSC encoding-based schemes where (2 1)l
LSSCn = −  bits and ( ) (2 1)fsl

LSSC fsn = −  bits, 
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we have 

 (2 1)l
LSSC LSSCN Dn D= = −                                               (6) 

or 

      ( ) ( ) (2 1)fsl
LSSC fs fs LSSC fs fsN D n D= = −                                        (7) 

With these, the full algorithmic description of our approach is illustrated in Algorithm 1. Note 
that ∂  and *∂  are dimensional variables and ||  denotes a binary concatenation operator. 

3. Experiments and Discussions 

3.1 Data Set 
To evaluate and to justify the performance superiority of our approach with reference to the 
existing global discretization schemes in particular, our experiments were conducted based on 
a popular face data set. The data set which we have adopted is a subset of the AR face data set 
[13]. This data set contains a total of 684 images which belong to 114 identities with 6 images 
per person (3 images for training and the other 3 for testing). The images were taken under 
strictly controlled conditions and particularly, those images which feature frontal view faces 
with different facial expressions and moderate illumination variations were selected for the 
experiments. The images are aligned according to standard landmarks, such as eyes, nose and 
mouth. After preprocessing, each extracted raw feature vector consists of 46 x 56 grey pixel 
elements. 
 

 
 

Fig. 2. Some sample images in AR face data set. 

3.2 Experimental Settings 
In order to evaluate the False Acceptance Rate (FAR) of a system, each identity’s image is 
matched against every other identity’s image according to the corresponding image index. As 
for the False Rejection Rate (FRR) evaluation, each image is matched against every other 
images of the same identity for all identities. In the subsequent experiments, the equal error 
rate (EER) (error rate where FAR = FRR) are used for comparing the discretization 
performance among different encoding schemes, since it is a quick and convenient way to 
compare the performance accuracy of the discretizations. That is, the lower the EER is, the 
better the performance is considered to be and vice versa. 

The experiment was carried out based on 2 different dimensionality reduction techniques: 
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Principal Component Analysis (PCA) [19] and Fisher Linear Discriminant Analysis (FDA) 
[1]. In the experiment, 2576 raw dimensions of AR images were reduced to D = 100 
dimensions. For the feature selection schemes in our approach, Dfs is fixed as 50. Equal 
probable quantization is adopted throughout the experiment.  

3.3 Experimental Subjects  
The global discretization schemes which were involved in the performance evaluation are: 
(A) Equal Probable (EP) quantization and Direct Binary Representation (DBR) 

encoding-based discretization  (EP+DBR)  
(B) Equal Probable (EP) quantization and  Binary Reflected Gray Code (BRGC) 

encoding-based discretization (EP+BRGC) [3][10][20] 
(C) Equal Probable (EP) quantization and  Linearly Separable SubCode (LSSC) 

encoding-based discretization (EP+LSSC) [11] 
(D) Maximum Reliability-based Global Feature Selection (GFS)-incorporated Equal Probable 

quantization with Linearly Separable SubCode encoding-based discretization (Max 
RL-based GFS+EP+LSSC) 

(E) Maximum Detection Rate-based Global Feature Selection (GFS)-incorporated Equal 
Probable with Linearly Separable SubCode encoding-based discretization (Max 
DR-based GFS+EP+LSSC) 

Note that the first three schemes are the conventional global discretization schemes while the 
last two schemes are the ones which adopt our approach. 

Recall that LSSC encoding utilizes bit redundancy to achieve full preservation of the 
separation of feature points during the discrete-to-binary map and therefore a much larger bit 
length of the binary output might be resulted when a system-specified (per-dimensional) 
entropy is imposed. This is different from the case of DBR and BRGC encoding where the 
resultant length of the binary output of each dimension will be equivalent to the actual bit 
entropy offered by each dimension. Thus, it will be inappropriate to compare the performance 
through equalizing the bit length of the binary strings generated by different encoding 
schemes, since the dimensions utilized by LSSC will be much lesser than that by DBR and 
BRGC at common lengths.  

Perhaps the best way to compare these discretization schemes with equal probable 
quantization would be in terms of the entropy L of the final bit string. Recall that the entropy of 
a bitstring 

1 1
fsD D

fsd d
L l l

= =
= =∑ ∑                                                   (8) 

and the actual bit length 

   fs fsDn DN n= = .                                                     (9) 

Therefore, given a specific entropy requirement L, for (A) BRGC or (B) DBR encoding-based 
discretization where n = l bits   we have 

       .N Dn Dl L= = =                                                    (10) 

For (C) LSSC encoding-based discretization where (2 1)l
LSSCn = −  bits, we have 

 (2 1)l
LSSC LSSCN Dn D= = − .                                           (11) 
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For our approaches in (D) & (E) where fs fsL D l= ,
2fsD
D

= , 2fsl l= and ( ) 2 1fsl
LSSC fsn = −  

22 1l= −  bits, the actual bit length can be quantified by 

     2
( ) ( ) (2 1)

2
l

LSSC fs fs LSSC fs
DN D n  = = − 

 
                                 (12) 

3.4 Performance Evaluation 
Fig. 3 depicts the EER performance of several global schemes discretizing PCA- and 
FDA-extracted features from the AR face data set based on equal probable quantization. As 
depicted in Fig. 3, it is clear that all DBR and BRGC encoding-based discretization schemes 
exhibit a gradually deteriorating EER performance as the entropy requirement increases, due 
to their inability in preserving the separation among the feature points during the 
discrete-to-binary map. By being able to overcome such drawback, LSSC encoding-based 
discretization schemes, on the other hand,  achieve the lowest EER among the schemes 
without feature selection capability when l > 1 or L > 100. It is worth a note that in Fig. 3-(a), 
EP+LSSC outperforms EP+DBR and EP+BRGC schemes by 8% EER at L = 300; and 
approximately 9.5% EER at L = 400. In Fig. 3-(b), the outperformance is averagely 6% EER at 
L = 300; and averagely 7.5% EER at L = 400. Due to perfect separation-preservation ability, 
the performance of EP+LSSC is almost unaffected by the increasing entropy beyond L = 300. 
In other words, as the performance of DBR and BRGC encoding-based schemes deteriorate 
more as entropy requirement increases, the difference in performance compared to that of 
EP+LSSC will become more significant along with the increase of entropy. 

When a global feature selection mechanism is embedded into EP+LSSC, the performance, 
being independent of the discriminative measure, stabilizes earlier at L = 200 compared to that 
of EP+LSSC correspondingly. This could be explained by that L = 200 corresponds to l = 2 for 
EP+LSSC while it corresponds to lfs = 4 for GFS+EP+LSSC respectively. This implies that 
the segmentation in each selected dimension is increased much faster than that of EP+LSSC 
along with the augmentation of entropy requirement, eventually leading to the increase in the 
number of codewords needed as well as the length of the binary output. 

In terms of performance superiority, RL-based GFS+EP+LSSC achieves the best 
performance enhancement overall compared to EP+LSSC respectively, that is, by {7%, 4%, 
4.5%, 4.5%} in Fig. 3-(a) and {7%, 4%, 2%, 2.5%}  in Fig. 3-(b) corresponding to L = {100, 
200, 300, 400}. It is noticeable that the performance improvement achieved by DR-based 
GFS+EP+LSSC is also very close to that of RL-based GFS+EP+LSSC, justifying the 
feasibility of our approach. 

It is observed that improvement by RL and DR discriminative feature selections in 
PCA-based discretization in Fig. 3-(b) is slightly less significant compared to those in 
FDA-based discretization in Fig. 3-(a). This could be influenced by that decision made by a 
feature selecting process on a given set of features may not be ideal due to indefinite pdf 
estimation from a limited number of training samples. Some indiscriminative feature 
dimensions may be mistakenly selected. Vice versa, some moderately discriminative 
dimensions may be excluded by mistake due to the similar reason. Therefore, to what extent 
the influence of a feature selection on a certain baseline performance would greatly depend on 
the accuracy of the pdf estimation which could range distinctively in accordance with different 
extracted set of features. 
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(a) 

 
(b) 

Fig. 3. EER performance of several global discretization schemes using equal-probable quantization 
based on PCA- and FDA-extracted features from AR dataset in satisfying several different entropy 

requirements. [ ]α  associated with each measurement of LSSC-based discretization scheme indicates 
the corresponding length α  of the binary output. For DBR and BRGC-based discretization schemes, 

the length of the binary output is equivalent to the length of the entropy. 

An alternative way of saying this is that the quality of the unselected feature dimensions 
decides the amount of improvement with respect to the baseline. If the excluded feature 
dimensions are truly the least discriminative dimensions, the improvement will be the greatest. 
Otherwise, if the excluded feature dimensions are somehow discriminative, the improvement 
will be minor, or even worse, performance deterioration could occur. This signifies that 
substantial deviation between the estimated user pdf from the training samples and the true 
user pdf should be avoided in order to circumvent such trivial improvement or deterioration 
scenarios. To achieve this, utilizing as many training samples as possible with adequate 
preprocessing steps for the estimation process is a good approach of how the estimation error 
can be minimized. Our observation in Fig. 3 infers that most FDA-extracted features have 
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extreme discriminativity (both highly discriminative and less disciminative features) while 
PCA-extracted features are of mostly moderately discriminative features. Thus, precisely 
retaining highly discriminitave and excluding less discriminative features enables FDA-based 
feature selection scheme to achieve a better discretization performance and attain a larger 
improvement (compared to that without feature selection) than PCA-based feature selection 
scheme. 

Perhaps the only limitation arose in achieving such improvement is the inevitable derivation 
of large length binary string per user when a high entropy strength is desired by a system. As 
shown in Fig. 3, a bitstring with at least 4 times longer than the entropy is needed to fulfil a 
300-bit entropy strength, while bit string that is at least 8 times longer is required to fulfil a 
400-bit system-specific entropy strength. Indeed, these amounts of binary bits indeed would 
pose a high processing challenge to the system capability. However, with the current state of 
technology advancement, it is expected that processing this challenge would not raise so much 
of a critical threat to the current authentication systems. 

3.5 Discussion on Computational Efficiency 
Table 2 depicts the computational efficiency of the global discretization schemes in extracting 
bitstrings with 300 bits entropy based on PCA feature extraction and equal probable 
quantization. This experiment  was carried out using a Pentium Dual-Core CPU E5200 (2.50 
GHz) with 3.50 Gb RAM.  

In Table 2, the time spent on generating a bitstring does not vary much among the schemes,  
where the preliminary feature extraction is a common component for all discretization 
schemes. The time difference in quantization and encoding between our approach and the 
conventional approaches is quite trivial, that is, not more than 8ms. As we can see, most of the 
computational time spent appears to be on the global feature selection stage, which is in fact 
strongly dependent on how complicated the discriminative measurements are taken. As the 
feature selection is only involved in the enrolment stage, it can be concluded that generating a 
bitstring during verification stage will not incur much degradation in computational efficiency 
than that of the conventional approach. 

Table 2. Computational efficiency of the global discretization schemes. 

 

Time spent 
on PCA 
feature 

extraction  
(D = 100) 

Time spent on 
global feature 

selection  
(Dfs = 50) 
(Training 

only) 

Time spent 
on 

quantization 
& encoding 

Total time elapsed from 
generating a bitstring 

with L = 300 bits 
(feature extraction + 

quantization + 
encoding) 

EP+BRGC & 
EP+DBR 5.6ms - 70.9ms 76.5ms 

EP+LSSC 5.6ms - 76.4ms 82ms 
RL-based 

GFS+EP+LSSC 5.6ms 0.9630s 77.5ms 83.1ms 

DR-based 
GFS+EP+LSSC 5.6ms 5.9573s 77.5ms 83.1ms 

4. Conclusions 
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In a nutshell, we have proposed a global discretization approach to achieve an enhanced 
performance compared to that of the global schemes of the current state of art. This approach 
generally consists of two essential components: a global feature selection method and a 
Linearly Separable SubCode encoding technique. The way our approach works is based on the 
following rationale: The former element selects a pre-specified number of reliable 
discriminative dimensions for discretization while the latter preserves such discriminative 
performance by introducing an amount of redundant bits to satisfy the system-specified 
entropy requirement. Experimentally, we have shown that any of the following discriminative 
measures: reliability or detection rate is appropriate to be employed for global feature 
selection. Lastly, promising performance improvement is guaranteed when the discriminative 
measurements can be reliably depended upon in feature selection, thus justifying the 
feasibility of our approach. 
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