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Abstract 
 

This paper considers an optimal base station clustering problem for designing a mobile 
(wireless) communication network. For a given network with a set of nodes (base stations), the 
problem is to optimally partition the set of nodes into subsets (each called a cluster) such that 
the associated inter-cluster traffic is minimized under certain topological constraints and 
cluster capacity constraints. In the problem analysis, the problem is formulated as an integer 
programming problem. The integer programming problem is then transformed into a binary 
integer programming problem, for which the associated linear programming relaxation is 
solved in a column generation approach assisted by a branch-and-bound procedure. For the 
column generation, both a heuristic algorithm and a valid inequality approach are exploited. 
Various numerical examples are solved to evaluate the effectiveness of the LP (Linear 
Programming) based branch-and-bound algorithm. 
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1070                                                  Hong et al.: Optimal Base Station Clustering for a Mobile Communication Network Design  

1. Introduction 

This paper considers an optimal base station clustering problem for designing a mobile 
communication network consisting of a fixed group of base stations (BSs) covering its service 
area. The service coverage area of each BS is referred to as a cell that contains a fixed base 
station and handles a number of mobile subscribers. To take care of each individual 
communication call, the associated mobile subscriber’s location tracking is needed [1].  

In cellular systems, each associated network is partitioned into its covering location (or 
service) areas (each called a cluster) to facilitate the location tracking for all mobile 
subscribers [2][3][4][5][6][7][8][9][10][11][12]. Thereupon, in this paper we want to derive 
an optimal clustering algorithm for such a location area design problem in a given mobile 
communication network where each cluster is restricted to be a complete cluster. A complete 
cluster is defined as a cluster which does not have any sub-clusters separated (or disconnected) 
from one another. Thus, this clustering problem is different from any conventional clustering 
problems in the sense that each cluster should be a complete cluster in its physical topology. 
These connectivity constraints for the complete cluster are considered to avoid such a situation 
depicted in Fig. 1 in which the location area 1 has its two sub-clusters of cells being separated 
from each other. 

Whenever a mobile subscriber crosses a border between any two location areas, the 
network is supposed to be notified to register the change of the subscriber’s location so as to 
incur the location update traffic. This indicates how important the associated location area 
layout design is for the mobile communication network service management on any frequently 
occurring mobile location update traffic [1][13]. A paging traffic is also to be generated in the 
network under the circumstances that as an incoming call attempts to reach any mobile 
subscriber, all the base stations in the location area where the subscriber is recently registered 
are initiated to send paging signals. In that network, if the current paging traffic of a location 
area is too heavy, then the paging service for any incoming call may be delayed [4], which may 
require for each location area to keep such paging traffic under control below a certain 
capacity limit. 

In the base station clustering problem proposed in this paper, it is assumed that some basic 
data are given, which includes a set of cells (or base stations) to be partitioned, subscriber 
movement frequencies between topologically adjacent cells, and paging traffic capacity of 
each cluster. Therewith, the objective of the proposed problem is to optimally partition the 
given set of base stations into several clusters such that the sum of the subscriber movement 
costs (i.e., location updating costs) among clusters is minimized, while the total base station 
paging traffic of all the clusters is bounded from above and all the base stations in each cluster 
should be connected with each other as shown in Fig. 1. This base station clustering problem is 
a kind of the communication network design problem that does not need any real-time 
decisions. We assume that the subscriber movement frequencies are the input parameters in 
the network design stage. In real world design problems, the requirement of movement 
frequencies, which can be converted to cell coverage, is given as parameters when the base 
station locations are designed [13]. The proposed problem may give rise to a variety of 
different applications including the location area design problems in mobile 
telecommunication networks, the facility layout problems, the VLSI design problems, and 
other geographical area partition problems. 
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Fig. 1. A set of feasible location areas 

A mobile communication network can be represented as a graph where each base station 
and any subscriber movement connection between each pair of base stations correspond to a 
node and an edge, respectively. Fig. 2 depicts a hexagonal cellular system, illustrating the 
corresponding graph. In Fig. 2, we can see that the network is to be partitioned into two 
clusters and the cost terms to be included in the objective function are bold lines which 
represent the subscriber movement costs (i.e., location updating costs). 

Correspondingly, the proposed problem can be described as of partitioning the set of nodes 
N into the set of disjoint clusters L with the objective of minimizing the total inter-cluster 
subscriber movement cost. Specifically, given an undirected graph G(N, E) with non-negative 
node weights ig  representing the paging traffic for each base station for Ni∈  and edge costs 

ec  for Ee∈ , the objective of the problem is to find an optimal partition },,,{ 21 LWWW =Γ

of N that minimizes ∑ ∑
∈ ∈ 
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c
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 subject to the constraints such that ∑
∈
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each partition lW , Ll ,,2,1 =  should be a complete cluster, where each partition lW  can 
have a set of edges (i, j)’s connecting it with its adjacent partitions such as 

{ }EjiWjWijiW lll ∈∉∈= ),(,,),()(δ . Recall that in the above graph modeling of the 
problem, N, a set of nodes, and E, a set of links, can represent the set of all cells in a wireless 
network and the set of all location update events between each pair of partitions, respectively. 
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It is also noted that if two cells are adjacent, then there exists a link betweenthem. Moreover, 
each of the non-negative weights ig  represents the amount of paging traffic incurred by 
incoming calls to mobile subscribers in the cell i, so that ∑

∈ lWi
ig  represents the total amount of 

paging traffic incurred in cluster l. And C represents the capacity of the paging traffic that each 
cluster can handle without degrading any communication service quality.  
 

 
Fig. 2. The graph representation of a mobile communication network 

The compexity of the proposed problem can be easily shown by reducing the problem to a 
min-cut clustering problem that is known to be NP-hard [14]. This implies that the proposed 
problem is also NP-hard. 

Several similar works have been reported as in the literature. Johnson et al. [14] have 
studied a general clustering problem by employing a decomposition framework and a column 
generation scheme. Lim et al. [11] have suggested a heuristic approach for a clustering 
problem for group communication in hexagonal cellular systems. Tcha et al. [12] have 
considered a partitioning problem for a cellular system but without considering any cluster 
capacity constraints and physical layout constraints. Several other heuristic techniques have 
been applied to the similar problems, such as tabu search [15], simulated annealing [16], and 
genetic algorithm [1]. 

In this paper, we consider the physical topology constraints in mobile cellular networks 
such that each cluster should be a complete cluster in their physical topology, which has not 
been explicitly considered yet for the associated network design problems [17][18]. 

The overall structure of the suggested algorithm is as follows. 
The proposed base station clustering problem is formulated as a binary integer 

programming problem that has a stronger LP relaxation bound than other general integer 
programming problems. The suggested binary integer programming problem has a huge 
number of columns. Each column of the suggested binary problem represents any possible 
clustering of base stations, so it is almost impossible to handle all the columns (clusterings) in 
the problem formulation. Therefore, instead of considering all the columns in the problem 
formulation, a scheme adding attractive columns is used in the solution procedure. To generate 
attractive columns, column generation method is suggested for the LP-relaxed binary integer 
programming problem. With the column generation method, the most attractive column can be 
generated at each iteration of LP optimization procedure. Both heuristic and branch-and-cut 
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algorithm are suggested to solve the column generation problem. Heuristic algorithm is 
applied to get good columns for the columng generation problem and branch-and-cut 
algorithm is applied to have the most attractive column. To gurantee the optimality of the LP 
relaxed problem, column generation problem must be solved optimally at least one time. 
Brand-and-cut algorithm is used to find an optimal solution of columng generation problem. 
After the optimal solution of LP relaxed binary problem is obtained, branch-and-bound 
approach is additionally used if it is any real valued (non-integer) solution. 

The remainder of the paper is organized as follows. In Section 2, the proposed problem is 
formulated as an integer programming problem by use of a decomposition based solution 
strategy that creates a master problem (a binary integer programming problem) and also a 
subproblem (column generation problem) to generate columns for the master problem. Then a 
heuristic procedure and a cutting plane procedure associated with the valid inequality for the 
subproblem are proposed in Section 3. In Section 4, numerical examples are solved to evaluate 
the effectiveness of the LP-based algorithm. Finally, a conclusion is drawn in Section 5. 

2. Problem Formulation 
In this section, we derive the integer programming formulation of the proposed problem.Some 
notations are now introduced to be used throughout the paper. 
 

N : set of nodes, Nji ∈,  
|L| : maximum number of clusters 

E : set of edges between node pairs that are adjacent to each other, Ee∈  

ec  : location update cost associated with the frequency of subscriber movement along edge e 
between cells i and j if they do not belong to the same cluster, where Ejie ∈= ),(  

ig  : paging traffic for node i, Ni∈  
C : paging traffic capacity in each cluster  
 

The proposed problem can be formulated as an integer programming problem that uses a 
decomposition-based solution strategy to create a master problem, Problem (MP) and also a 
subproblem, Problem (SP), to generate columns for the master problem [19]. 

A cluster is to be feasible if the paging and location update traffic at nodes in the cluster 
satisfy the constraints that the total base station paging traffic of the cluster is bounded from 
over. Let K be the set of all the feasible clusters. Then, let ky  for Kk ,,1=  be the incidence 

vectors of all the possible clusters such that 1=k
iy , i-th element of vector ky , if node i is in the 

cluster k, and 0 otherwise, where |K| can be 2|N| at most. Then the proposed problem can be 
formulated as Problem (MP) to consider complete clusters. 
 

Problem (MP)  

Maximize ∑
∈Kk

kk wc  

subject to 
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which may denote the profit of the k-th cluster. 

Constraints (1) ensure for each node to belong to exactly one feasible cluster, and 
constraints (2) mean that the total number of feasible (complete) clusters is not greater than |L|. 
The decision variable kw  represents a feasible cluster k such that if it is feasible, then it will 
have the value 1, and 0, otherwise. The linear programming relaxation of Problem (MP) is 
called Problem (LPMP) which has a strong bound [14][20]. 

Each column of Problem (LPMP) represents a cell cluster so that there can be at most N2  
columns, since each cell can be determined as either belonging to a cluster or not. In other 
words, Problem (LPMP) can have a huge number of columns ( N2  in the worst case), so that it 
is impractical to list all the columns. Instead, a repetitive solution procedure starting Problem 
(LPMP) with a few columns, called a restricted Problem (LPMP), and then adding some 
“good” columns as required at each repetition stage could be tried to continue until the whole 
Problem (LPMP) is optimized with all the possible columns [21]. Any small number of such 
initial columns treated in the restricted Problem (LPMP) may actually provide a good transient 
solution, though. 

Now, for a feasible cluster kw  with its node set NV ⊂ , let each node and the set of edges 
belonging to the cluster be denoted by iy  and E(V), respectively, which are defined as follows;  
 



 ∈

=
otherwise

Vi
yi ,0

,1
 and { }EjiVjijiVE ∈∈= ),(,,),()(  

Also, let iπ  and λ  be the dual variables of the current restricted Problem (LPMP) at a 
repetition stage, corresponding to constraints (1) and constraints (2), respectively. Then, a 
subproblem of Problem (MP), called Problem (SP), can be derived by using those dual 
variables, which shall be optimized at each repetition stage to generate the most attractive 
columns (i.e., variables making the greatest contribution) to be added to each corresponding 
restricted Problem (LPMP) [22]. 
 

Problem (SP)  

Maximize  λπ −−∑∑
∈∈ Ni

ii
Ee

ee yzc  

subject to 
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jeie yzyz ≤≤ , , Ejie ∈=∀ ),(                                                                     (4) 

Cyg
Ni

ii ≤∑
∈

                                                                             (5) 

0
)(

>∑
∈ Ae

ez
δ

, φ≠≠⊂∀ AWAWA ,, , { }NiyiW i ∈== ,1                       (6) 

{ }1,0∈iy , Ni∈∀                                                                                    (7) 

 
where W denotes a complete cluster and { }EjiAjAijiA ∈∉∈= ),(,,),()(δ . 

Constraints (4) represent the situation where variable ez  equals to one only if both the cells 
i and j are included in the same cluster. Constraints (5) describe the paging traffic capacity in 
the cluster. Finally, constraints (6) represent the connectivity constraints for nodes in the 
cluster. 

At any repetition stage of the solution procedure for Problem (LPMP), if the optimal 
objective function value of Problem (SP) is positive, then the current optimal solution vector y  
can be selected as a column to be added to the restricted Problem (LPMP) as entering the basis; 
otherwise, there are no more columns to be added and thus the current solution to the latest 
restricted Problem (LPMP) is determined as the optimal solution to the Problem (LPMP). If 
this optimal solution to Problem (LPMP) is integral, then it is to be an optimal solution to 
Problem (MP). If not, we will additionally implement a branch-and-bound procedure with the 
current solution in order to obtain the integer solution. 

3. Solution Approach 

3.1 Subproblem Optimization 
The subproblem, Problem (SP), is also known to be an NP-hard problem, referring to Johnson 
et al. [14]. In order to guarantee for the solution of the latest restricted Problem (LPMP) to be 
an optimal solution of Problem (LPMP), the associated final Problem (SP) must be optimally 
solved by an algorithm, such as the branch-and-cut approach (proposed in this section) other 
than any heuristic algorithms. This is because if, at any repetition stage, Problem (SP) is solved 
to result in a negative objective function value, then it will be determined as not giving any 
attractive column. As tried in this paper, a heuristic procedure may be considered at any 
intermediate stage for Problem (SP) to find each desired new column. That is, if the associated 
objective function value of Problem (SP) is positive, then the associated solution vector y can 
be selected as a new column to be added to the restricted Problem (LPMP); otherwise, a 
cutting plane method and a branch-and-bound method will be considered together to solve 
Problem (SP) optimally. The cutting plane method will be considered in an LP-based 
procedure to generate any violated inequality as needed to cut off any fractional solution. Note 
that the cutting plane is added to cut off any non-integer solution in the LP-relaxed integer 
problem so that it does not affect the final integer solution but it makes the overall procedure 
more efficient than using only the branch-and-bound algorithm. If the cutting plane method 
fails to identify any violated inequality, then a branch-and-bound procedure will be used to 
determine an optimal solution. 
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Problem (SP) is now specified equivalently as of finding a subset A (cluster) of the node set 
N that maximizes the term ∑∑

∈∈

−
Ai

ii
AEe

ee yzc π
)(

 under the constraints that the paging traffic 

capacity limitation be placed as Cg
Ai

i ≤∑
∈

 and the associated graph G(A, E(A)) be connected, 

where E(A) is the set of edges which have both end nodes are in the set A, 
{ }EjiAjijiAE ∈∈= ),(,,),()( . 

3.2 Heuristic Algorithm 

The heuristic procedure for solving Problem (SP) starts with a single node Ni∈ , {}iA = , as 
the initial current solution, and then in an iterative manner, any node j that satisfies both the 
paging traffic capacity constraints and connectivity constraints will be added to the current 
solution set A. To satisfy the connectivity constraints, the newly added node j should be 
connected with at least one node in A. The procedure continues until no more nodes can be 
added. 

Let F(A) be the set of candidate nodes that can be added to the current solution node set A, 









≤+∈∈∈= ∑
∈

CggANjAiEjijAF j
Ai

i,\,,),()( , and Z(A) be the objective function 

value of Problem (SP) associated with the solution set A, ∑∑
∈∈

−=
Ai

ii
AEe

ee yzcAZ π
)(

)( . Then, the 

heuristic algorithm called Best Profit or BEP can be derived in a step-by-step procedure.  
 

Heuristic algorithm (BEP) 

Step 1. Let I be the set of the remaining (unselected yet) nodes, initially, I = N, where *A  
be the best solution set found so far by the heuristic, and A be the current heuristic solution set.  

Step 2. Select an arbitrary node Ii∈  and let {}iII −=  and {}iA = . 

Step 3. Select a node *j  from the set F(A) such that 




















−= ∑

∈
∈ j

je
eAFj

cj π
ϕ )()(

* maxarg , where 

{ }EjiAijij ∈∈= ),(,),()(ϕ . 

Step 4. { }*jAA = . If Z(A) > Z( *A ), then let *A =A. 
Step 5. If φ=)(AF  and φ≠I , then go to Step 2, while if φ≠)(AF , then go to Step 3. 
Step 6. If φ=I , then stop. 

 

Step 3 in the heuristic algorithm (BEP) is concerned with the node selection rule such that 
a node is selected as giving the best profit, measured in the (potential) increment of the 
objective function value when it is added to the node set A without considering any node 
weight, ig . However, if the node selection rule is modified to consider 
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* maxarg ,  then the algorithm will select a node based on the unit profit 

that represents the increment of the objective function value per node weight. Note that the 
arbitrary selection of node in Step 2 does not affect the final solution. Because an arbitrary 
node is selected from the set I for each iteration until the set I becomes empty, which means all 
the node will be selected in the BEP algorithm. If a good node is selected at the initial stage, 
the computation time of the BEP will be shortened but the final solution will be the same. 

The better solution between those corresponding to the above two suggested selection rules 
will be selected as the added node (used as an entering basis) for the associated restricted 
Problem (LPMP).  

3.3 Branch-and-Cut Method 
To guarantee the optimality of Problem (LPMP), Problem (SP) should be optimized at least 
one trial of the associated procedure. Therefore, in this section, the cutting plane method and 
the branch-and-bound method will be used together to solve Problem (SP) optimally. 

 
Definition 1 

A node set NS ⊆  that satisfies one of the following two conditions will be called a 
dependent set : (a) Cg

Si
i >∑

∈

 (Capacity constraint), (b) Nodes in the set S are disconnected. 

However, there exists a connected subset ND ⊆  of nodes each node of which is connected 
with any nodes in the set S (i.e., SD  being a connected network) but the subset D does not 
satisfy the capacity condition, Cg

SDi
i ≤∑

∈ 

. (Connectivity constraint) 

 
It is noted that if a node set S does not satisfy the above conditions, then it will be an 

independent set. Thereby, we propose a Modified Floyd-Warshall Method (MFWM) 
procedure to check whether any node set S is a dependent set. In fact, the check can be made by 
condition (b) in the Definition 1. In other words, in association with any given disconnected 
set S, the MFWM procedure is proposed to find a node set D with minimal weight, which can 
make any node pairs in the set SD  to be connected with each other. 

For example, given { }jiS ,= , the MFWM procedure will find a node set D such that some 
nodes in the set SD  can be connected with each of the nodes i and j and the value of ∑

∈Di
ig

 
can be at the minimum. Therefore, any two-node pair in a set S having such a set D satisfying 
the condition, Cg

SDi
i >∑

∈ 

, cannot belong to the same cluster. Let d(i, j) denote the minimum 

value of ∑
∈ SDi

ig


 that represents the required node weight to connect the pair of nodes i and j 

where { }jiS ,= . Accordingly, the MFWM algorithm can now be derived as follows.  
 

MFWM algorithm 
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Step 1. Initially, set d(i, j) to ji gg +  if Eji ∈),(  or set it to ∞  if  Eji ∉),( . 

Step 2. For every node s and every pair of nodes Nji ∈, , if 

igjsdsidjid −+> ),(),(),( , then set igjsdsidjid −+= ),(),(),( . 

Step 3. Repeat Step 2 until there is no such update. 
 
Note that if there exist nodes Sji ∈,  that satisfy the condition Cjid >),( , then the node 

set S is a dependent set. Accordingly, Proposition 1 is now derived. 
 

Proposition 1 

If a pair of nodes Nji ∈,  satisfies the condition Cjid >),( , then the relation for Nji ∈, , 
Cjid >),( , is a valid inequality. 

Proof. It is straightforward from the definition of the ),( jid . 
 
Even though the Proposition 1 can not guarantee the connected solution for Problem (SP), 

it can reduce the chance to have any solution that violates the constraints (6). Let Problem 
(RSP) represent Problem (SP) with the valid inequality in Proposition 1 incorporated, and 

*RS  be the optimal solution to Problem (RSP). Then, *RS  will be composed of )1( ≥pp  
disjoint and exclusive components (clusters), pBBB ,,, 21  , where all the nodes in each 
component are connected with one another and p is any positive integer.  
 

Proposition 2 

If the objective function value of the optimal solution *RS  is positive, then the objective 
function value of tB  for every component ),,2,1( ptt = will not be less than zero; that is,  

0)( ≥tBZ . 

Proof. Assume that 0)( <tBZ  and tBRSRS \*=  for a component ),,2,1( ptt = . Then, 
RS  satisfies the capacity constraints (5) and also the relation )()( *RSZRSZ > , which 
contradicts the hypothesis that *RS  is optimal. 
 

Proposition 3 

The optimal objective function value of Problem (RSP) is positive if and only if there exists 
an optimal solution *S  to Problem (SP) which results in a positive objective function value 

0)( * >SZ . 
Proof. It is straightforward. Thus, the detail of the proof is omitted. 

 
Based on the results of Propositions 2 and 3, Problem (RSP) can be easily solved, instead 

of Problem (SP), to generate the entering basis (i.e., attractive added columns) for Problem 
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(MP). In other words, if the solution of Problem (RSP) produces a positive objective function 
value and the solution is composed of  one component, then the solution will be added as an 
entering basis of Problem (MP). If the solution of Problem (RSP) gives a positive objective 
function value but the solution is composed of more than one component, say p components, 
then it will form p columns (p generated columns) to be added to Problem (MP). In order to 
solve Problem (RSP), the proposed heuristic algorithm (BEP) will be tried first. However, if 
the algorithm fails to get any solution that gives a positive objective function value, then an 
LP-based procedure (i.e., a linear programming relaxation) will be used to solve Problem 
(RSP). In the LP-based approach, if the optimal solution of the linear programming relaxation 
of Problem (RSP) is fractional, then every violated inequality in Proposition 1 will be added to 
Problem (RSP) and the resulting LP relaxation will be solved to get a new optimal LP solution. 
Note that Problem (RSP) without that constraints in Proposition 1 incorporated is a knapsack 
quadratic problem (KQP), for which several valid inequalities can be developed [14]. This 
whole procedure is repeated until either the integral solution is found or there exist no more 
valid inequalities. In the latter case where no more valid inequalities are found, it is desired to 
employ a branch-and-bound procedure. 

4. Computational Results 
The initial restricted Problem (LPMP) will have columns corresponding to single edge clusters 
(each single edge cluster being formed only with two adjacent nodes), implying that the total 
number of columns is equal to the total number of edges. More columns will be generated as 
the iterative operation of the proposed solution procedure for Problem (SP) continues until 
Problem (LPMP) is optimized. Note that the heuristic algorithm is used to solve Problem 
(LPMP). If the heuristic algorithm fails to get any positive objective function value, then the 
branch-and-cut algorithm will be activated to get the optimal solution of Problem (SP). If the 
optimal objective function value of the problem is non-positive at the optimal solution, then 
the solution of the current restricted Problem (LPMP) will be optimal. Moreover, whenever at 
any intermediate stage of the iterative operation, the optimal solution to Problem (LPMP) is 
fractional, a simple branch-and-bound procedure will be used to derive an integer solution 
without generating any more columns. This can of course yield a sub-optimal solution, while it 
is shown in the numerical tests that only few ones among the tested problems have fractional 
optimal solutions, and also that the integer solution obtained by the branch-and-bound 
approach is very close to the solution of the associated linear programming relaxation in terms 
of the objective value. 

To test the effectiveness and efficiency of the proposed whole solution algorithm, several 
numerical examples for the location area design problem in a cellular mobile network are 
solved with the input data generated as in Fig. 3 and Fig. 4. 

 
Location Update Traffic 

Let ),( yxΛ  be the population density of mobile subscribers at a point ),( yx  in the 
two-dimensional vector space of coordinates x and y, and ),( yxvn be the average velocity of a 
normal subscriber movement in the direction of the cell-to-cell border, which is represented as 
a function of the coordinates, x and y. Let B be the cell-to-cell border expressed as a perimeter. 
Then, the cell crossing rate cr can be derived as their product measure integrated along the 
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border, ∫Λ
B

n dByxvyx ),(),( . Assume that the direction of the subscriber movement is 

uniformly distributed from 
2
π

−  to 
2
π  at a velocity v [Km/h]. Then, ),( yxvn  can be simplified 

as ∫− =⋅= 2

2

)cos(),(
π

π π
ββ vdvyxvn . 

 

 

Fig. 3. Location update traffic to be incurred by a mobile subscriber crossing the cluster border 

Assume that ),( yxΛ  and v are constant along the associated border and that a hexagonal 
cell structure is considered. Let s be the cell side length [Km]. Then, the associated cell 

crossing rate can be derived as in Plassmann et al. [23]; 
ππ

svBvcr 6⋅⋅Λ
=

⋅⋅Λ
= . Moreover, 

the location update rate can be derived from the cell crossing rate as follows: Let op  be the 
probability that a mobile device (i.e., a mobile subscriber) is powered on, tr be the average 
traffic intensity per subscriber, and um  be the length of the location update message. Then, the 
location update traffic in cell i can be derived [23]; 

)(6)( trpmsvtrpmcru ou
iii

ouii −
⋅⋅Λ

=−=
π

. 

 
Paging Traffic 

Let τ   be the average call holding time. Then, the rate of calls received by a subscriber can 
be measured as its traffic intensity divided by the average call holding time. Moreover, the 
number of subscribers in a cell can be measured as the density of people multiplied by the area 

of the cell. Finally, the area of a hexagonal cell can be measured as 
2
33 2s⋅ . Let mp be the 

probability that a mobile is not busy, and let pm  be the length of the paging message [bytes]. 
Then, the paging traffic in cell i can be derived as in Plassmann et al. [23]; 

mp
i

i
i

i pmstrg
2
33 2⋅

Λ=
τ

. 
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Fig. 4. Paging traffic incurred by an incoming call to communicate with the mobile subscriber 

The effectiveness and efficiency of the proposed solution algorithm are tested with the 
networks composed of 25, 49 and 100 cells. The density of subscribers iΛ , the average traffic 
intensity per subscriber it , the average velocity iv , cell size is , and the average call holding 
time iτ  are all assumed to depend on the cluster. The probabilities of having a subscriber being 
powered on and of receiving a call by a mobile device are assumed to be 0.5 and 0.3, 
respectively. The lengths of the location update message and of the paging message are also 
assumed to be 18 bytes and 8 bytes, respectively [12]. For each of these test problems, twenty 
instances are generated and solved. To solve these numerical examples, the CPLEX callable 
mixed integer library is used as an LP solver. An LP solution routine and some other routines 
in the library are also used for adding constraints and variables. All problems are solved on a 
PC. 

The computational results are shown in Table 1, 2 and 3. Table 1 shows the computational 
results for test networks with various numbers of cells. The average gap between the solution 
bound (obtained by LP relaxation) and the solution (found by the proposed algorithm) is very 
small, less than 0.27% in the 100-cells problem. The CPU time required to solve each of the 
49-cells problems does not exceed 3 minutes and is 16.27 seconds on average. The worst case 
in the CPU processing time takes about 30 minutes for the 100-cells problem instances, while 
the average CPU time required to solve the problem is about 2.8 minutes. The CPU times 
shown in Table 1 are reasonable to solve the network optimization problem.  

Table 1. Computational results with various size networks 

Number of nodes a b c d 
25 Cells 44.53 44.34 0.43 1.60 
49 Cells 94.25 93.95 0.31 16.27 

100 Cells 195.90 195.38 0.27 168.35 
a : optimal value of Problem (LPMP), LP relaxed problem of MP  
b : optimal value of Problem (MP) from the suggested algorithm  
c : relative ratio of MP to LPMP in percentage 
d : CPU time in seconds for solving the problem  
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Table 2 and 3 show the computational results for 49-cells network problem under various 
capacities of the location area and velocities of subscribers’ movements, respectively. Similar 
to the results in Table 1, the average gaps and the average CPU times for the various network 
problems shown in Table 2 and 3 are good enough to solve those kinds of network problems. 

Table 2. Computational results with various capacities of the location area 

Capacity of location area a  b  c  d  
10 90.08 89.78 0.33 15.42 
15 89.15 88.88 0.30 16.13 
20 94.25 93.95 0.31 16.27 
25 96.86 96.38 0.50 19.73 
30 100.73 100.43 0.30 25.77 

Table 3. Computational results with various velocities of subscribers’ movements 

Average velocity of 
a subscriber movement a  b  c  d  

0.1 81.75 81.60 0.18 13.50 
0.5 87.21 86.92 0.33 14.73 
1 94.25 93.95 0.31 16.27 
5 151.61 151.02 0.39 16.77 
10 224.63 223.88 0.33 22.20 

5. Conclusion 
This paper investigates a clustering problem for wireless network design under the constraints 
that each cluster of the cells (base stations) should not have any sub-clusters separated from 
each other. It is shown through numerical tests that the LP relaxation of the binary integer 
programming problem (master problem) formulated for the proposed problem, having 
exponentially many variables, can be solved efficiently by use of a column generation 
procedure, and also that an efficient heuristic algorithm is proposed for column generation. 
Moreover, a valid inequality is found and used to tighten the solution domain of the associated 
column generation problem. Experimental test results show that the practically large-sized 
problems can be solved in a reasonable time. 

For further study, it may be interested in some extended problems including an adaptive 
design problem of location area (or cluster) to respond to dynamic traffic change, and a 
multi-layer location area design problem to accommodate the various classes of subscriber 
movement velocities. 
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