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Abstract 
 

A method is proposed to reduce excess resources from a virtual machine(VM) while avoiding 

subsequent migrations for a computer cluster that provides cloud service. The proposed 

scheme cuts down on the resources of a VM based on the probability that migration may occur 

after a reduction. First, it finds a VM that can be scaled down by analyzing the history of the 

resource usage. Then, the migration probability is calculated as a function of the VM resource 

usage trend and the trend error. Finally, the amount of resources needed to eliminate from an 

underutilized VM is determined such that the migration probability after the resource 

reduction is less than or equal to an acceptable migration probability. The acceptable 

migration probability, to be set by the cloud service provider, is a criterion to assign a weight 

to the resource reduction either to prevent VM migrations or to enhance VM utilization. 

The results of simulation show that the proposed scheme lowers migration frequency by 

31.6~60.8% depending on the consistency of resource demand while losing VM utilization by 

9.1~21.5% compared to other known approaches, such as the static and the prediction-based 

methods. It is also verified that the proposed scheme extends the elapsed time before the first 

occurrence of migration after resource reduction 1.1~2.3-fold. In addition, changes in 

migration frequency and VM utilization are analyzed with varying acceptable migration 

probabilities and the consistency of resource demand patterns. It is expected that the analysis 

results can help service providers choose a right value of the acceptable migration probability 

under various environments having different migration costs and operational costs. 
 

 

Keywords: Virtual machine migration, resource reduction, migration frequency, resource 

usage trend, migration probability 
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1. Introduction 

Cloud computing has recently become a popular computing paradigm which is characterized 

by virtualized resources provided on a per-demand basis. Virtualization is a key technique for 

cloud computing and allows virtual machines(VMs) to run in an independent operating 

environment without being restricted by physical resource boundaries.  Several VMs can be 

hosted on a single physical machine(PM) as long as the total amount of resources allocated to 

them does not exceed the resource capability of the PM. A VM that runs short of resources can 

migrate to another PM that can provide the required resources. These features allow 

decoupling of applications and service from the physical servers and provide scalability and 

flexibility in resource management to enable the applications to use just the right amount of 

resources for their service [1]. Thus, virtualization is an attractive alternative to reduce the 

operational costs of IT organizations that maintain operating servers for a peak workload 

rather than for the average workload [2]. For this reason many IT organizations are providing 

cloud service or are carrying out related projects, such as Amazon EC2, IBM Blue Cloud. 

In general, a cloud cluster is a large-scale computing center and organized with thousands 

of machines. Therefore, it consumes a huge amount of energy for operation, which is a critical 

issue among all IT organizations. A report from National Resources Defense Council [3] 

pointed out that an idle server uses 69-97% of the total energy consumption, even when the 

power management function is working. Also, an idle server consumes almost half of the 

energy used by a fully loaded server [4]. The main purpose of parallel computing systems is to 

maximize system throughput, with little concern about the energy consumption. In a large 

scale cloud computing environment, however, energy consumption is a serious problem to 

solve. 

A viable strategy for reducing the energy consumption of a cloud cluster is server 

consolidation which vacates some servers through VM placement and turns off their power to 

save energy [5]. Since the amount of VM resources is used as an input to the placement 

algorithm, the estimation of the resource amount that will be allocated to a VM is a key factor 

that affects the performance of the consolidation. If the resource allocated to a VM is more or 

less than the resource requirement of the applications running on it, the VM becomes 

underutilized or overutilized, respectively, after server consolidation. Underutilized VMs 

might diminish the advantage of energy saving from the server consolidation. On the other 

hand, overutilized VMs would require migrations due to the resource shortage, thus incurring 

migration overhead. This also diminishes the benefit of server consolidation. 

Migration overhead includes increased network traffic, excessive disk I/O, and the 

consumption of CPU time caused during the course of transferring memory pages and data 

related to the operation of the source and destination VMs. The amount of increased network 

traffic and the disk I/O depends on the size of memory, the volume of the data, and their update 

frequency. Migration overhead decreases the throughput of the network and disk of the PMs to 

which the source and destination VMs belong, resulting in degradation of the performance of 

the other VMs hosted on the two PMs [6]. After the completion of the transmission, the VM is 

temporally suspended to update the dirty page and the address resolution protocol(ARP) table 

entry. The suspension duration is called the downtime. As the applications hosted on the VM 

freeze during the downtime, migrations can lead to service disruptions and increases in the 

service response time [7]. Therefore, the amount of resources that will be allocated to a VM 

should be deliberately determined so that migrations can be avoided. 
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When considering both VM utilization and the migration overhead together, it would be 

ideal to assign the amount of resources necessary for applications on a VM; however, 

application resource demand may change over time. For that reason, the resources, once 

assigned, cannot meet application demand continuously. That is, a VM can be over-utilized or 

under-utilized according to circumstance. This paper deals with the problem of enhancing VM 

utilization by reducing redundant resources on runtime basis when a VM is under-utilized. The 

focus of our proposal is to reduce resources so that subsequent migrations are avoided. The 

proposed scheme predicts the resource demand by analyzing the resource usage history of a 

VM and then estimates the probability of VM migration for the amount of resource reduction 

to be achieved. The amount of reducible resources is determined based on the estimated 

migration probability. Since there is a positive correlation between the amount of resources to 

be reduced from a VM and the probability of VM migration after the reduction, a parameter 

called the acceptable migration probability is introduced in order to balance the migration 

frequency against the VM utilization on resource reduction. 

This paper is organized as follows. Section 2 reviews related works. Section 3 presents our 

resource reduction algorithm. In Section 4 the performance of the proposed scheme is 

analyzed in comparison with other approaches through simulation. A pattern generator that is 

implemented to supply various resource demand patterns for the simulation is described, and 

the results of the simulation are discussed in detail. Finally, Section 5 concludes the paper. 

2. Related Works 

Although VM migration is a practical means to provide flexibility, load balancing, and fault 

tolerance from the viewpoint of resource management, its overhead has not been seriously 

considered. However, several recent studies have pointed out that migration overhead is not 

negligible. Lim et al. [6] showed that the completion time of a job executed by VMs running 

on a pair of PMs increases due to the network bandwidth consumption and intensive disk I/O 

caused by the migration. Zhao et al. [7] reported performance degradation that resulted from 

the CPU and memory-intensive workload when many VMs migrate simultaneously. 

Voorsluys et al. [8] verified an increase in the application response time and the incurrence of 

downtime during the migration process. They also noted that the response time rapidly 

increases upon completion of migrations in order to handle the requests that arrived during the 

downtime, which may lead to a violation of service level agreement(SLA). Clark et al. [9] 

suggested a writable working set, which is a set of frequently updated memory pages, to 

reduce the migration time. The idea is to avoid unnecessary transfers and, hence, to reduce the 

total migration time by transmitting this set at the final stage of migration. 

Several studies on server consolidation have considered migration overhead as a constraint 

for VM placement. Hermenier et al. [10] pointed out that the migration overhead can offset the 

benefit of server consolidation and presented a dynamic algorithm for reducing the migration 

overhead in VM placement. Ho et al. [11] proposed a server consolidation algorithm with a 

bounded cost of VM relocation. They analyzed the relocation cost including the runtime 

overhead and extra energy consumption due to the migration, and found a theoretical bound on 

the relocation cost that assures consolidation quality. Jung et al. [12] pointed out that the 

migration overhead can be an obstacle to guaranteeing the response-time-based SLA and 

found a VM configuration using a prediction model and graph search techniques. Verma et al. 

[13] proposed an algorithm using a migration cost function that can reduce the migration and 

power costs. Beloglazov et al. [14] proposed a VM placement algorithm for minimizing the 

number of migrated VMs by migrating to a PM with lower CPU utilization only if the upper 
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utilization threshold is violated. All of these server consolidation algorithms have a common 

approach to the VM placement problem that increases the utilization of the PMs and reduces 

the power cost. In this approach, the utilization of a PM can be further improved by increasing 

the utilization of the VMs. 

The utilization of the VMs can be improved if unnecessary resources are reduced. 

However, it is not easy to estimate the amount of unnecessary resources in advance because 

the resource demand changes dynamically. Prediction is often used to estimate the resource 

demand of applications as reported in several works. Wood et al. [15] predicted the resource 

demand of an application using a regression-based model. Their model, which is derived from 

the resource usage profiles of a PM and the applications, estimates the resource requirements 

of VMs to be virtualized on a given platform. Wood et al. [16] designed a resource 

management system that detects hotspots and mapped the physical resources to the virtual 

resources. The system predicts the resource demand through autoregression, using a resource 

profile obtained from the resource usage history, and estimates the future peak needs from a 

high-percentile distribution profile. Gong et al. [17] presented a Markov chain model to 

predict the resource demand. In this model, each state contains a resource demand range, and 

the future resource demand is found from the transitions between states. Ganapathi et al. [18] 

predicted the resource demand through Kernel canonical correlation analysis. It turns out that 

prediction technique is commonly used to estimate the resource demand, but the accuracy of 

prediction based on the usage history tends to decrease when the time series is non-stationary. 

Thus, an error can occur between the predicted demands and the real demands, and such an 

error will lead to either of the following two situations. If a VM is supplied with more resource 

than its demand, it will be underutilized; otherwise, the VM will migrate to resolve the 

resource shortage. 

Numerous studies of server consolidation have described attempts to reduce the power cost 

by enhancing the PM utilization in general. To enhance the PM utilization, the VM utilization 

first needs to be increased, which can be achieved by reducing any redundant resource. This, 

however, can cause VM migrations in an environment in which the resource demands change 

dynamically. If a VM is being fully utilized after downsizing, migration would be inevitable 

when the resource demand abruptly increases, which would be the case with a flash crowd. 

Therefore, considering the migration overhead and its side effects, the amount of resources to 

be reduced should be carefully determined in order to avoid migrations. 

3. Resource Reduction Algorithm 

The objective of our algorithm is to reduce the resources allocated to VMs while avoiding 

subsequent VM migrations. In order to avoid migration, a VM should have the amount of 

resource needed by the applications. If the applications running on a VM show consistent 

resource demands, the amount of VM resources can be determined in advance. Since the 

resource demands of applications tend to change dynamically, the amount of VM resources 

should be determined on a runtime basis. 

Our proposed scheme is a runtime method for reducing the amount of VM resources based 

on the migration probability. The migration probability is defined as the likelihood that a 

migration will take place due to a shortage of resources. In our scheme, migration probability 

is estimated using the trend error, which is the difference between the measured value of 

resource usage and the value of the resource usage trend at a certain time instance. The 

resource usage trend is the profile of resource usage of a regularly-observed VM. A high trend 
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error value means that the resource usage of a VM is sharply fluctuating, indicating a high 

migration probability. Conversely, a small trend error means that the resource usage of the VM 

is consistent in general, suggesting a low migration probability. Therefore, the estimation of 

the migration probability as a function of the trend error is the primary concern of this study. 

The amount of resources reduced is determined depending on the estimated migration 

probability. 

3.1 Deciding Whether a VM can be Downsized 

In order to decide whether a VM can be downsized it is necessary to anticipate how the 

resource usage will change in the future. Therefore, the VM resource usage trend needs to be 

found from consecutively-measured resource usage over a certain time period. The time 

period during which the trend is calculated is called the time slot. We obtain the resource usage 

trend with a simple linear-regression analysis of the resource usage. The trend is calculated at 

regular time intervals to reflect the most recent resource usage. 

We use two types of resource usage trends: short-term and long-term. The former is 

obtained from a single time slot while the latter is obtained from a sequence of time slots. The 

long-term trend, however, is calculated from only a few recent time slots. The reasons for this 

are two-fold: a) because the resource usage measured over a longer time period is larger in 

volume and causes a heavy computation load, and b) because the resource usage measured 

longer ago is less dependable for trend calculation than recently measured usage. The 

short-term trend shows momentary changes in the resource usage during only one time slot. In 

contrast, the long-term trend demonstrates the general shape of changes in the resource usage, 

with little fluctuation over a relatively long time span. 

The resource usage trend can be ascending, descending, or steady. If the long-term 

resource usage trend is descending or steady, the possibility that the resource usage during the 

next time slot will decrease or stay at the same level is high. In other words, it is very likely 

that the resource amount required in a time slot will be less than or equal to the resource 

amount allocated during the preceding time slots. However, even if the long-term resource 

usage trend of a VM appears to be descending or steady over a number of time slots, certain 

individual time slots among them may show an ascending trend. This can be caused by a trend 

changeover or irregular resource use, and if that is the case, the VM should not be considered 

as a candidate for resource reduction. Therefore, we cannot determine whether a VM can be 

downsized simply with the long-term trend because trend changeover or irregular resource 

usage cannot be detected. 

In order to identify a trend changeover or irregular resource usage the short-term trend 

must be examined along with the long-term trend. By the nature of each trend, the difference in 

the values of the two trends implies that there is a variation in resource usage. The difference 

will likely grow as the resource usage fluctuates more widely. It will also increase after a trend 

changeover, if such an event occurs. The difference may result from distortion of the 

short-term trend due to long measurement intervals. Even if the short-term trend is distorted, 

however, the distortion range will be confined within the vicinity of the long-term trend owing 

to the nature of the linear regression.  

To conclude, a VM can be downsized only if the deviation between the short- and 

long-term trends is within a certain range, given that both trends are descending. If the 

deviation exceeds this range, it could be an indication of a trend changeover or of irregular 

resource usage and, thus, the VM should not be downsized in such a situation. The acceptable 
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range of deviation is a parameter of our proposed scheme to be set by the cloud service 

provider. 

3.2 Calculating the Migration Probability 

A VM may undergo a migration if the resource demand increases after resource reduction. 

Thus, a certain amount of extra resources needs to be set aside when reducing resources from a 

VM to avoid subsequent migrations. The amount of extra resources can be predicted from the 

resource usage profile of a VM. However, since the resource usage of VMs is not generally 

consistent, it is difficult to predict the correct amount of additional resources. An insufficient 

prediction would result in the extra resources provided being exhausted, causing a migration. 

Therefore, we first find the probability that the extra resources are exhausted, which is 

essentially the same as the migration probability defined in the beginning of Section 3. 

The migration probability may vary depending on the application’s tendency to use 

resources and the actual resource usage at the time of reduction. For example, consider an 

application whose resource usage fluctuates in a wide range, but, at the same time, tends to 

return to its average usage. This application will show a sharply ascending resource usage 

trend when its resource usage runs below this average. In contrast, it will show a weakly 

ascending resource usage trend when its resource usage exceeds this average. This suggests 

that a VM with a given amount of extra resources has a higher migration probability when its 

resource usage is below average than when its resource usage is above average. Applications 

that have frequent flash crowds generally show a sharply ascending resource usage trend until 

their resource usage reaches its peak. Therefore, if a VM is allocated fewer resources than its 

peak usage, it will have a high migration probability. On the other hand, a VM running 

applications that show a narrow variation range or a gradual increase in their resource usage 

has a relatively low migration probability compared to the two cases just mentioned, with a 

slight variation depending on the resource usage pattern of the VM. Therefore, in order to 

account for these attributes when calculating the migration probability, we first calculate the 

ascending resource usage trends for different ranges of resource usage. A range of resource 

usage is set by evenly dividing the maximum amount of resources that can be allocated to a 

VM. The ascending trend of a certain resource usage range enables us to predict an increase in 

resource usage of the same range. 

The granularity of the range is controlled by the cloud service provider. With a finer 

granularity, the ascending resource usage trend can be closer to the given resource usage. 

However, an excessively fine granularity is not a good option because the ascending resource 

usage trends obtained from neighboring ranges too close together would become too similar to 

show a difference. In our scheme, the ascending resource usage trend is calculated from the 

resource usages during one time slot. Therefore, we recommend that the granularity of the 

range be set to the average of the resource increments during every time slot. The ascending 

resource usage trend for a resource usage range is found with the exponential average of the 

ascending trends shown so far with the resource usage in the range. The standard deviation of 

the trend error for a resource usage range is also obtained with the same function. Let us denote 

the ascending resource usage trend of the i-th range by ia  and the standard deviation of the 

trend error by i . 

Given the VM resource usage, the condition for migration can be defined by using the 

ascending resource usage trend of the corresponding resource usage range. If u , the resource 

usage measured last in a time slot, falls in the i-th range, the ascending resource usage trend of 

the next time slot will be most similar to ia . Therefore, we assume that the ascending resource 
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usage trend of the next time slot is the same as ia . Then, given v  as the amount of resources 

allocated to a VM, the predicted amount of redundant resources at time   is uav i   . Then, 

with   denoting the error of the ascending resource usage trend, the condition for migration 

occurring due to the exhaustion of the redundant resources is as follows: 

 

  uav i .
 

 

Now, let LB  be the lower limit of   that leads to VM migration at time  . Then, we can 

say that a migration will occur if   is greater than or equal to LB . Note that   in the above 

inequality is an error term to be treated as a random variable in regression models. In studies 

dealing with the prediction of application workloads, the workload is predicted through the 

regression analysis, and the error term for the prediction is assumed to follow the Gaussian 

distribution[19][20].  Since our error term functions in the same way as theirs, we also assume 

that   for ia  show a zero mean Gaussian distribution with the standard deviation i . Then, 

the estimated migration probability with LB , to be denoted by EP , is calculated as follows: 

 






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i
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3.3 Finding the Amount of Reducible Resources 

The idea of our scheme is to determine the amount by which to reduce the VM resources in 

order to prevent migrations. To avoid migrations, one may want to allocate as many extra 

resources to a VM as possible. However, this is inefficient from the viewpoint of VM 

utilization. Therefore, we introduce a new parameter, called the acceptable migration 

probability, which serves as the criterion on resource reduction to give weight either to the 

reduction of the migration frequency or to the enhancement of the VM utilization. The 

acceptable migration probability, to be denoted by AP  herein, is also set by the cloud service 

provider.  

The amount of resources to eliminate is determined such that migration probability at all 

instances of   in the time slot after reduction does not exceed AP . When the resource usage 

trend of a time slot is ascending, the migration probability becomes the highest at the last 

instance of   in that time slot in general. We can say that, if that highest migration probability 

is smaller than AP , the migration probability at all other time instances in the same time slot 

must be also lower than AP . Therefore, we can cut resources down to the minimum resource 

allocation satisfying EA PP   at the last time instance of the time slot. Thus, the amount of 

resources to be eliminated from a VM can be determined from the difference between the 

current resource allocation and such a minimum resource allocation. 

Note that EP  is found as a function of the ascending resource usage trend of a VM and its 

error as described in the previous section. We assumed that the ascending resource usage trend 

within each range was equal to the exponential average of the ascending trends in the same 
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range. In addition, the distribution of the trend error was also assumed to follow a Gaussian 

distribution.   

However, there are two cases in which our assumptions may not hold. The first is when the 

ascending resource usage trend of individual ranges fluctuates sharply from time slot to time 

slot. The second case occurs when the error of the ascending resource usage trend does not 

follow a Gaussian distribution. Since trend errors imply deviation of the resource usage from 

the resource usage trend, they may not show a Gaussian distribution. In such cases EP  can be 

different from the true probability of migration occurrence. Let us denote the true migration 

probability in those two cases by TrueP . If EP  is estimated to be higher than or equal to TrueP , 

the migration probability after the resource reduction will not exceed AP ; otherwise, it will 

exceed AP . Our objective is to reduce resources while maintaining a migration probability 

lower than or equal to AP  after the reduction. Therefore, we should find the amount of 

reducible resources in an additional step when EP  is smaller than TrueP . In other words, we 

need to adjust EP  to make it as close to TrueP  as possible. 

For such adjustment, we need to examine the migration occurrence ratio, that is, the ratio of 

the number of resource reductions that caused a migration in the first time slot after the 

resource reduction to the total number of resource reductions made. If the migration 

occurrence ratio is higher than AP , it means that EP  has been underestimated. Therefore, we 

adjust EP  by adding the difference between the migration occurrence ratio and AP , making 

the value close to TrueP . In this case, we can cut the resources down to the minimum resource 

allocation satisfying AMEA PRPP   at the last time instance of the time slot, where MR  is 

the migration occurrence ratio. As a consequence, the amount of resources to be eliminated is 

determined from the difference between the current resource allocation and such a minimum 

resource allocation. Note that the criterion for the minimum resource allocation here is 

different from that for the normal case, where the ascending resource usage trend in each range 

is equal to the exponential average of the ascending trends in the same range with Gaussian 

distribution of the trend error. 

4. Performance Evaluation 

The approaches to resource allocation used in studies on consolidation are divided into two 

types: static methods and predictive approaches. Static methods determine the amount of 

resources to allocate to a VM by comparing the amount of resources already allocated with the 

amount of resources being used. Predictive approaches determine the amount of resources to 

allocate by predicting the resources that will be needed in the near future. In this section, the 

performance of our proposed scheme is evaluated through simulation and compared with two 

known approaches: a static method and a predictive approach.  

Since resource reduction is the main interest of our work, the comparison between 

different approaches focuses on the efficiency of resource reduction. The metrics used for this 

evaluation are VM utilization, time of migration occurrence, migration count, and the number 

of active PMs. All of these metrics can be measured in simulation with the workload of 

applications and the amount of resources allocated to VMs given. Please note that the costs 

which may be incurred in the process of VM downsizing, such as the degradation of I/O 

bandwidth, the increase in network traffic, the overhead for ARP table updates, the downtime, 

etc., are not evaluated. This is because VM downsizing cannot take place before decisions on 
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resource reduction are made. That is, the evaluation of our resource reduction scheme does not 

depend on such costs. 

The VMs and PMs are implemented to function as bin objects and bin containers, 

respectively, in our simulator written in C
++

. The validity of the simulation depends on the 

resource demand pattern of the applications running on VMs. Several studies[21][22][23] 

have used trace data obtained from real servers. However, since there are limitations in 

collecting real trace data, it is difficult to cover a wide variety of resource demand patterns of 

applications. Therefore, we have designed and implemented a demand pattern generator in 

order to provide various resource demand patterns for use in the evaluation. 

4.1 Resource Demand Pattern Generator 

Applications that are executed in a cloud environment may show large fluctuations in resource 

demand. Even a single application might fluctuate substantially depending on the field of 

application services. Therefore, our resource demand pattern generator has been implemented 

with a consistency factor to assign a variety component to the demand fluctuation. The 

consistency refers to the degree of proximity between the resource demand values at two 

consecutive time instances.  

The pattern generator is organized with the trend process and the residual process. The 

trend process assigns resource demand values to the trend points according to a given 

consistency, which forms the frame for a resource demand pattern. The residual process 

completes a resource demand pattern by adding residuals onto the line that connects the trend 

points. 

Fig. 1 gives an outline of the trend process. d  denotes the degree of consistency and 

ranges from 0 to 1. iTP  and TPn  are the i-th trend point and the number of trend points, 

respectively. avg  is the average of the resource demand values given to all trend points, and 

f  is the widest variation in the resource demand among all pairs of trend points. V is the pool 

of resource demand values, which ranges from favg   to favg  . 

The demand value at iTP  is determined in one of two ways depending on d . When d  is 

less than )1,0Uniform( , it is determined by the Trendfunction. The function Trend returns an 

index of the demand value that is randomly chosen from V  on the condition that the 

difference between the demand values at 1iTP  and iTP  is smaller than fd)1(  , and then it 

removes the demand value from V . On the contrary, when d  is greater than or equal to 

)1,0Uniform( , the demand value at iTP  is determined with the value in V  that is closest to that 

of 1iTP . As a result, an increased value of d  makes fd)1(   smaller and is more likely to 

become greater than or equal to )1,0Uniform( , thereby, allowing smoother demand patterns to 

be generated. 
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Fig. 1. Trend process 

 

As mentioned above the residual process finalizes the resource demand patterns by adding 

residuals to the trends. Since a trend is in fact a line connecting trend points, the residual can be 

viewed as noise on the line. Therefore, we obtain residuals in a zero mean Gaussian random 

distribution. Let   denote the slope of the line between two consecutive trend points and kr  

denote the k-th residual on the same line. Then, the k-th resource demand value on the line, kd , 

is found as follows: 

 

kk rkd  , 

 

A pattern of the resource demand is produced by finding the resource demands for all pairs of 

trend points using this formula. 

We have generated resource demand patterns with different values of d  in order to 

observe the effect of the consistency factor on the width of the variation in the resource 

demand. The sample patterns, which were obtained for 40 trend points with 50 residuals 

between every two neighboring trend points, are given in Fig. 2, where the resource demand 

values in percentage are plotted on the vertical axis, and the trend point numbers are plotted on 

the horizontal axis. The three patterns were generated with consistency factors of (a) 0.3, (b) 

0.6, and (c) 0.9. We set the maximum resource demand to 100, the average of the resource 

demand values given to all trend points( avg ) to 50, and the widest variation in the resource 

demand among all pairs of trend points( f ) to 40. Note that the pattern generated with a 

smaller value of d  reveals wider variations in the resource demand values at every pair of 

neighboring trend points and exhibits more peaks.  

The effect of the consistency on the width of the variation in the resource demand pattern is 

shown in Fig. 3, where the average variation widths are plotted over the entire range of the 

values of d . We generated 100 patterns for each value of d  ranging from 0 to 1 in increments 
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of 0.1 and found the average variation in the demand values at all pairs of consecutive trend 

points. Fig. 3 confirms that the variation in demand patterns decreases as the consistency 

increases. 

 

 
(a) d = 0.3                                        (b) d = 0.6 

 
(c) d = 0.9 

Fig. 2. Resource demand patterns generated with different consistency values 

 

 
Fig. 3. Average width of variation in resource demand 
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4.2 Simulation 

This section explains the process of the simulation that is carried out to evaluate the 

performance of our proposed scheme. The performance measures include the number of VM 

migrations taking place, the moment of migration, and the utilization of the PMs and VMs, 

which we obtain from the amount of resources allocated to the VMs, the resource demand 

pattern, and the number of VMs hosted on a PM. Our simulator operates according to the 

following principles: 

 

 The resource demand of an application running on a VM is assumed to follow the 

generated resource demand pattern. 

 If the amount of resources required by an application is greater than the resources 

allocated to a VM, the VM is forced to migrate to another PM that can provide the 

resources needed. An appropriate PM is found with the first-fit decreasing algorithm. 

 Server consolidation is carried out periodically to enhance the utilization of the PMs. 

After each server consolidation, a PM with no VM is switched into inactive mode. 

When there are insufficient PMs to host the VMs, the inactive PMs are switched back 

into active mode for in order to host VMs.  

 

Variables and their set values for the simulation and the demand pattern generator are 

given in Table 1 and Table 2, respectively. The numbers of VMs and PMs were set to the 

same values in order to take into account the case in which every VM is allocated with the 

maximum amount of resources. Each demand pattern was generated with 40 trend points. 

Again, the average of the resource demand values given to all trend points(avg) was set to 50 

units. In particular, the widest variation in the resource demand between two trend points was 

set to a random value between 20 units and 50 units because every application may have its 

own resource demand variation. 

Our proposed scheme is compared with a static method and a prediction-based approach to 

be called the autoregression(AR)-based method in this paper. The static and the AR-based 

methods reserve redundant resources of 10% of the maximum amount of VM resources in 

order to prevent migrations that may take place due to a slight increase in the resource demand. 

It is assumed in our scheme that a VM can be downsized when the difference between the 

short- and long-term trends is less than or equal to 20 units. The width of the resource usage 

range is set to 10 units. The performance of the proposed scheme is analyzed with AP = 0.3 and 

0.7 in order to investigate the impact of AP on the performance. 

Table 1. Simulation variables 

Variable Value 

No. of PMs 100 

PM’s resources 100 units 

No. of VMs 100 

VM’s initial resources 100 units 

 
Table 2. Variables for the resource demand pattern generator 

Variable Value 

No. of  trend points per pattern 40 

No. of  demand values between two neighboring trend points 50 

Average of resource demand values( avg ) 50 units 

The widest variation in resource demands( f ) 20~50 units 
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4.3 Results 

This section presents the results of the analysis in comparison with the two other approaches. 

The graphs in this section, except for the last one, show different performance measures in 

relation to the varying consistency of the demand patterns. The dotted line of cross marks, the 

chain of stars, the solid line of circles, and the dashed line of diamonds denote the static 

method, the AR-based method, and the proposed scheme with acceptable migration 

probabilities( AP ) of 0.3 and 0.7, respectively. 

 

 
Fig. 4. Average migration count of the VMs 

 

Fig. 4 shows the average count of VM migrations. The static method exhibits the highest 

frequency of migrations because it determines the reduction amount of resources based only 

on the resource demand of the VMs at the moment of reduction. It also shows a wide variation 

in migration counts depending on the consistency. The AR-based method also shows large 

numbers of migrations in general because it is difficult to determine the amount of reducible 

resources due to inaccuracy in the prediction especially when the consistency of the resource 

demand is low. The migration counts of our scheme are generally low and do not show much 

variation with different consistency values compared to the other approaches, because more 

extra resources remain on the VMs in order to avoid migrations. The migration count for 

3.0AP  is smaller than that for 7.0AP  because a lower value of the acceptable migration 

probability requests conservation of more extra resources in order to keep the migration 

probability below the threshold. Fig. 4 indicates that the proposed scheme features lower 

migration frequencies when compared to other methods. 
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Fig. 5. Average utilization of VMs 

 

The average utilization of VMs is given as a function of the consistency of the resource 

demands in Fig. 5. As the resource demand patterns are generated with an average of 50 units, 

the utilization of all of the VMs is commonly 50% if no resource reduction is made. The static 

method shows the highest utilization regardless of the consistency value, because it entirely 

reduces the excess resources of the VM, leaving only the resources needed at the time of the 

reduction. The AR-based method has higher utilization with lower values of consistency due 

to the low prediction accuracy. Its prediction accuracy decreases with lower consistency and 

causes improper resource reductions. Improper reductions may in turn invoke subsequent 

migrations, and the VM resources are reallocated, leading to higher VM utilization. Our 

proposed scheme shows lower VM utilization compared to other approaches because of the 

spare resources that are retained. However, its VM utilization increases with increased 

consistency because the higher consistency lowers migration probability and, hence, requires 

less spare resources. 

Fig. 6 shows the average elapsed time after the resource reduction before the first 

migration occurs. The unit of the elapsed time corresponds to the interval between two 

consecutive residuals in the resource demand patterns. Since migration takes place when the 

VM resources are exhausted, a short time to the first migration after the resource reduction 

implies that the amount of resource reduction was calculated incorrectly. As shown in Fig. 6, 

the elapsed time of our scheme and the two other approaches commonly increases as the 

consistency of the demand patterns increases, starting from the shortest time with the 

minimum consistency. This is because miscalculation of the amount of reducible resources is 

more likely when there is a wider variation in the resource demands, which is simulated with a 

smaller value of consistency. Our scheme outperforms the other approaches in that it takes 1.2 

to 2.3 times longer than the static method and 1.1 to 1.7 times longer than the AR-based 

method to encounter a migration after the reduction. Our scheme also shows the least variation 

in the elapsed time over the entire range of consistency values. 
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Fig. 6. Average elapsed time before the first migration  

 

 
Fig. 7. Average resource reduction failure ratio 

 

The resource reduction failure ratio is plotted in Fig. 7. The reduction failure ratio refers to 

the ratio of the number of migrations that occurred during the shortest time period when the 

resource usage trend can change to the total number of migrations that ever occurred. The 

shortest time period during which the resource usage trend can change corresponds to the 

interval between two neighboring trend points in a resource demand pattern. If the migration 

occurs during that period, then either there was no need for the resource reduction or the 

amount of resource reduction was miscalculated. Thus, it is defined as a reduction failure. For 

the case in which the consistency of the resource demand pattern is 0, the static and AR-based 

methods show reduction failure ratio of 51.8% and 44.9%, respectively, while our scheme 

shows reduction failure ratios of 35.5% and 25.5% with the acceptable migration 

probabilities( AP ) of 0.7 and 0.3, respectively. The overall shapes of the failure ratios of all of 

the schemes curves down as the consistency of the resource demand pattern increases, 

reaching the minimum when the consistency is set to 1. This illustrates that our scheme 

produces the lowest reduction failure ratio. 

The result of resource reduction has an effect on the number of active PMs after server 

consolidation, as shown in Fig. 8. The static method has the smallest number of active PMs 
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due to its highest VM utilization, as shown in Fig. 5. The mapping of VMs to PMs is like a 

bin-packing problem, where the utilization of the VMs and the number of PMs needed to host 

them have a negative correlation. Therefore, the number of active PMs needed to host VMs 

will decrease if the VMs are better utilized. As the proposed scheme has relatively low 

utilization compared to the other approaches due to the redundant resources needed to avoid 

migration, it shows a greater number of active PMs than the other approaches. With higher 

consistency in the resource demand patterns, however, the VM utilization of the proposed 

scheme increases due to the decrease in redundant resources, and the numbers of active PMs 

becomes smaller. When the consistency of the resource demand pattern is greater than 0.6, the 

difference in the number of active PMs between the proposed scheme (with AP = 0.7) and the 

other approaches decreases. It is especially notable that the number of active PMs of our 

scheme (with AP = 0.7) and that of the AR-based method turn in favor of our scheme as the 

consistency value exceeds 0.7. This is because the VM utilization of our scheme becomes 

higher than that of the AR-based method in the same range of consistency, as shown in Fig. 5. 

 

 
Fig. 8. Number of active PMs after server consolidation 

 

In summary, our proposed scheme reduces the redundant resources from VMs with 

decreased migration frequency, but shows lower VM utilization compared to other methods, 

especially when the consistency of the demand pattern is low. This is because it retains a 

certain amount of spare resources to avoid migrations. As stated earlier, there is a tradeoff 

between a low migration frequency and high VM utilization, which can be balanced through 

the acceptable migration probability, AP . To properly choose AP , let us take a close look into 

the effect of AP  for different values of the consistency on the migration frequency and VM 

utilization. 

Five curve lines of AP  with different values of the consistency of the resource demand are 

plotted in Fig. 9 in relation to the two main performance measures of the proposed scheme, the 

average migration count and the average VM utilization. Please note that the smaller values of 

the migration count in the upper range on the vertical axis are more desirable. Ten dots on each 

curve indicate different values of AP  ranging from 0 to 1 in increments of 0.1. The value of 0 

for AP  is indicated by the dot at the upper end of the curve and the value of 1 by the dot at the 

lower end. 
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Please note that each curve is bounded by its minimum and maximum values. This means 

that, with a given consistency, the migration frequency will not go below the lower limit even 

with AP  set to the minimum value of 0 and that the utilization will not be achieved over the 

upper limit even with the maximum value of 1 for a given consistency. The gaps between the 

two limit values of both performance measures on each curve decreases as the consistency 

increases.  

Fig. 9 provides a guideline for the cloud service provider to choose the appropriate value of 

AP  when the consistency is known. For example, when the resource demand of an application 

shows a pattern with the consistency value around 0.4, one may choose a value of 0.6 for AP , 

expecting VM utilization of 68% and a migration count of 9.3. If a value of 0.2 for AP  is 

chosen instead, the migration count will be improved to 6.8, while the VM utilization 

decreases to 65%.  

Therefore, a general rule for choosing the right value of AP  is as follows. If the resource 

demand varies widely and irregularly in an environment in which the migration cost is high, it 

is desirable to set AP  to a smaller value for a lower migration frequency. On the other hand, 

when the resource demand shows limited variation, the VM utilization can be increased 

without greatly increasing the migration frequency by setting AP  to a larger value, because the 

difference in the migration frequency is relatively smaller than that in the utilization for a 

change in AP . 

 

 
Fig. 9. Migration count and VM utilization vs. AP  and d 

5. Conclusion 

A VM resource reduction scheme that avoids VM migrations on a computer cluster that 

provides cloud service was presented. The scheme reduces the resources of a VM based on the 

probability that migration may occur after reduction. First, the resource usage trend of a VM is 

determined from the resource usage history via linear regression, and the direction of the trend 

and the variations in the resource usage are examined to see if the VM can be downsized. Then, 

the migration probability is estimated based on the VM’s resource usage trend and the trend 

error. Finally, the amount of resources to eliminate from an underutilized VM is determined 
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such that the migration probability after the resource reduction is less than or equal to the 

acceptable migration probability( AP ), which is set a priori by the service provider. 

The performance of the proposed scheme was evaluated through simulation. A resource 

demand pattern generator has been designed and implemented to provide various resource 

demands for simulation. The results of the simulation showed that our reduction scheme 

achieves a 31.6% ~ 60.8% decrease in the migration frequency compared to other known 

approaches, such as the static method and the prediction-based approach, depending on the 

degree of consistency of the resource demands. It has also been shown that our scheme extends 

the elapsed time before the first migration occurrence after the resource reduction by 1.1-~ 

2.3-fold, depending on the degree of consistency of the resource demands compared to those 

of the two other approaches. On the other hand, the VM utilization was found to decrease by 

9.1~21.5% accordingly. 

From the viewpoint of cloud service providers it is desirable to reduce the operational costs 

while maintaining the quality of service at a reasonable level. Thus, an operator-controllable 

parameter called the acceptable migration probability, AP , has been introduced as a means for 

balancing the migration frequency and the VM utilization. For instance, AP  can be set to a 

lower value on resource reduction if low migration frequency takes precedence over VM 

utilization, and vice versa. To provide a guideline for finding an appropriate value of AP , the 

effect of AP  and the consistency of the resource demands on changes in VM migration 

frequency and VM utilization have been investigated and presented in graphical form. It is 

expected that this guideline allows the service provider to enhance VM utilization while 

maintaining high service quality in various environments with different migration costs and 

operational expenses.   
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