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Abstract 
 

Abstract: An eye location based head posture recognition method is proposed in this paper. 

First, face is detected using skin color method, and eyebrow and eye areas are located based on 

gray gradient in face. Next, pupil circles are determined using edge detection circle method. 

Finally, head postures are recognized based on eye location information. The proposed 

method has high recognition precision and is robust for facial expressions and different head 

postures, and can be used in mouse operation. The experimental results reveal the validity of 

proposed method. 
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1. Introduction 

Human-Computer Interaction (HCI) has the intensive applications in some fields, such as 

computer, intelligent robot [1-3], mobile phone, consumer appliance [5-7], game [8-10], 

information retrieval [22-23], etc. Traditional HCI devices include mouse and keyboard. In 

recent few years, speech recognition and hand gestures have become gradually popular in 

some applications, however, in some occasions, speech recognition and hand gestures are 

limited. For example, speech recognition has poor performance in a car or aircraft due to 

background noise. It is difficult to apply hand gestures and speech recognition in the 

circumstance of high-altitude operations. In a surgery, doctor must use hands to take scalpel or 

other surgical instruments, and speech is not clear due to wear a mask, so the performances of 

speech recognition and hand gestures are poor in this circumstance. In addition, for language 

disorders or arm disabilities, speech recognition or hand gestures cannot be also used. Head 

and eyes are relatively stable organs, less affected by outside environment, such as 

background noise, face expression, and ambient enviroment, therefore, HCI techniques based 

on head posture and eye position have been developed in recent years. 

Head pose estimation and recognition methods can be broadly divided into five categories: 

the template method, the appearance method, the classification methods, the regression 

methods, and the geometric methods. The template method [1-3] first creates a template for a 

head, then estimates and identifies the head pose; The appearance method [4, 5] usually 

assumes that there is a certain mapping between three- and two-dimensional face poses, and 

obtains the mapping relationship by training a large number of head or face images; The 

classification or regression methods [24-27] learn a mapping from the low dimensional 

manifold to the head angles, and then head postures are recognized using the mapping relation; 

The geometric methods [28-30] rely on the detection of facial features like corners of nose or 

mouth  to estimate or recognize the head posture. However, these head posture recognition 

methods either are not robust to occlusion, scaling and other interferences, or require a heavy 

training burden. To copy with these problems, this paper tries to uses eye location information 

to recognize head posture. Moreover, different from the depth information or multiple cameras 

-based head posture recognition method, the proposed method only uses one camera and 2D 

eye location information to recognize head posture. 

Eyes are important feature organs in the head or face, and can play an important support role 

in head gesture recognition. Researches on eye location in head or face image have significant 

progress in recent years. In 2008, Bacivarov et al [12] used the appearance method to locate 

eye. The method extends the conventional statistical model of appearance to the 

component-based active appearance model (AAM) by combining a global model (the two 

eyes together) with sub-models (the two eyes separately), however, it needs a lot of training 

data, which results in a slow computational procedure. In 2010, Cristiani et al used inverse 

compositional algorithm (ICA) to build the best fitting active appearance model, then the 

AAM is used to detect and locate human eye [6]. In 2010, Kasinski et al used haar cascade 

classifiers augmented with some simple knowledge-based rules to locate human eye [9-11]. 

This method has low computational complexity, but it is easily interfered by eyebrows, face 

pose and noise. In 2012, Mehta et al used the eye shape and the template method to position 

eye [7, 8]. This method designs an eye generic template and then uses designed template to 

match eye in the eye search region, but it needs to design the different templates based on 

different illumination conditions and backgrounds, and the model could not adapt to different 

people. In 2013, Akinlar et al proposed an edge detection circle (ED-Circle) method [13] to 
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locate eyes, which has the low computational complexity and high location precision. 

The existing head posture recognition methods are not robust to occlusion, scaling and other 

interferences, or require a heavy training burden. To remedy these problems, a head posture 

reorganization method based on eye location is proposed in this paper. Face is fist detected by 

skin color model, and eyebrow and eye areas are located based on the characteristics of larger 

gray gradient in face image. Next, pupil circle is determined by edge detection circle 

(ED-Circle). Finally, head postures are recognized based on eye location.  

The rest sections of this paper are organized as follows. Head posture recognition method 

based on eye location is proposed in Section II; Simulation results and analysis are given in 

Section III; Some conclusions are drawn in Section IV. 

2. Head posture recognition method based on eye location 

The existing head posture recognition methods are not robust to occlusion, scaling and other 

interferences, or require a heavy training burden. To resolve these problems, a head posture 

recognition method based on eye location is proposed. Block diagram of proposed head 

posture recognition scheme is shown in Fig. 1, which includes the five models: color 

correction, face detection, eyebrows and eye area location, pupil position, and head posture 

recognition, where color correction module corrects image color, eyebrow and eye area 

location module locates the eye region, pupil position module precisely locates eye, and the 

gesture recognition module identifies a head gesture based on eye location information. 

Each module of the proposed method will be described in detail in following subsections. 
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Fig. 1. Block diagram of head posture recognition system based on eye location 

2.1 Color correction 

Due to capture video images color cast, the performance of skin color-based face detection 

will degenerate. To remedy the problem, the raw image needs color correction. In proposed 

scheme, Gray World theory is used to correct image color. 

Let R(i,j), G(i,j), and B(i,j) denote the color values of Red, Green, and Blue of the pixel at (i, 

j) respectively; M and N are length and width of image respectively; Ra, Ga and Ba are the 

averages of R, G and B color components in image respectively. The conversion of RGB space 

of image is as follows 
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Let the gray world value be V= Ra+Ga+Ba. The values of R(i, j), G(i, j) and B(i, j) are 

adjusted with the gray world value respectively 
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2.2 Face detection based on skin color model 

In order to locate eye and estimate head posture, human face first needs to be detected and 

located. The appearance of skin color of human face is not easily affected by some factors such 

as facial expression, position and orientation, so a skin-color based face detection method is 

used. 

To solve the color bias problem caused by colored light source, the values of R, G and B 

components of an input color image are adjusted by using the adjusted Y, Cb,Cg, and Cr 

components.The image from the RGB color space is converted into the YCbCrCg color space 

[14], i.e. 
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To use ellipsoid skin model, the YCbCrCg color space is further transformed into the 

CbrCbgCgr color space [14], i.e. 
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Thus the ellipsoid skin model in space CbrCbgCgris the following [14] 
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where l is the value of ellipsoid equation, and P(i, j) is the pixel value. P(i, j) is used to judge to 

the pixel whether is face pixel. 

To trade off between the computational complexity and the detection accuracy, the fast face 

localization method based on skin color model [14] is adopted. The detailed information is 

described in the reference [14]. 

2.3 Position of eyebrows and eye area 

In this paper, the gray-level gradient information is used to locate eyebrows and eye area 

from the face image. As eyes locate in the upper part of captured image, to reduce the 

computational load, the upper part of image only is traversed. Since eyebrow and eye areas 

have the feature of large gray gradient in face, this paper computes the gradient value of area B, 

and then moves area B by a certain step in area A to get area C, and computes the gradient 

value of area C. And then up to D.In Fig. 2, area B is total gray gradient value. 

 

A

B C

D

 
Fig. 2. Traversal diagram 
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Fig. 3. Gray matrix of the image 

 

The 3×3 gray-level matrix of an image at pixel (i, j) is shown in Fig. 3. The gradients at each 

direction at (i, j) are as follows 
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where f(i, j) is the gray value of image at point (i, j), Gx1(i, j), Gx2(i, j), Gy1(i, j), Gy2(i, j), Gz1(i, 

j), Gz2(i, j), Gz3(i, j) and Gz4(i, j) are the gradient values in the x-direction, y direction, and 45º 

direction respectively. The average of absolute value of these eight gradients is computed as 
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Selecting a sub-block k (such as B in Fig. 2) from the gradient matrix processed by Eq. (9), 

where size of sub-block is determined by image size, the total gray gradient value of sub-block 

k computed as 
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where M1 and N1 are length and width of sub-block k, respectively.  

The total gray gradient value of each sub-block is computed by the integral principle
 
[16], 

and total gray gradient value of sub-block in the whole image is obtained by traversing image 

only one time, thus can reduces the computational load. Selecting some sub-blocks whose 

gray gradient values are larger than the others and merging these sub-blocks into a rectangle, a 

candidate of eyebrows and eye area can be obtained.  

To further accelerate processing speed, the face area is downsamplinged [15], thus the 

positioning time of eyebrow and eye area can be reduced. 
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2.4 Pupil circle detection 

2.4.1 Edge detection circle 

To detect pupil circle, edge segments are first detected by edge drawing parameter free [17], 

and edge segments are converted into line segments [18]. The motivation of this step comes 

from the observation that any circular shape can be approximated by a consecutive set of lines, 

and these lines can easily be turned into circular arcs by a simple post-processing step. Then, 

the entire or part circles are detected by circular arc detection method. Finally, the candidate of 

circle are detected by arc join. The edge detection circle method is described in detail in 

reference [13]. 

2.4.2 Pupil circle discrimination 

Usually, after processing of edge detection circle, there are many candidate circles, 

including pupil circles. It seems that pupil detection can be finished based on the fact that the 

total gray value of pupil circle is larger than others. In fact, the pupil circle can not be figured 

out only by this fact, because some circles in the eyebrow area also have large gray value. Thus 

in this paper, orientation of gradient is used to delete these eyebrow circles.  

The pupil circle detection method is presented in the following: 

After the eyebrow and eye area location, the output image 4 shown in Fig. 1 averages into 

two parts, g(i1, j1) and p(i2, j2); For the k-th candidate circle, the combination Fk of its gray 

value Hk and gray gradient value Sk are calculated as 
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where w is the weight factor, 0<w<1, Nk is the total number of pixels in the k-th circumference, 

Sk is the total gray gradient in the k-th circumference, Mk is the total number of pixels in the 

k-th inside circle, and Hk is the total gray value in the k-th inside circle. 

Each candidate circle in the two parts g(i1, j1) and p(i2, j2) is substituted into Eq.(11). If the 

Fk value is the largest in all circles, the corresponding circle is identified as a pupil circle. 

 
2.5 Head posture recognition method based on eye location 

The current head posture recognition method mostly used the depth information or 

multiple cameras to recognize head posture, but these methods need expensive hardware 

devices or heavy training burden. In order to remedy these problems, the proposed method 

only uses one camera and 2D eye location information to recognize head posture. 

Eyes are relatively stable organs in face, and can be used to recognize head posture. To 

estimate and recognize head posture, the geometry model of head posture recognition is 

designed as shown in Fig. 4. Seven head postures of of look at front, slant to left, slant to right, 

rise up, look down, gaze to right, and gaze to left are shown in Figs. 5(a)~(g). 
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(i1,j1)

(i2,j2)
θ

 
Fig. 4. Geometry structure of head model 

 

If the judgment is not slant to left and right, the coordinates of left eye and right eye in the 

previous frame images is defined as (ipl, jpl) and (ipr, jpr) respectively, the coordinates of left eye 

and right eye in current frame images is defined as (icl, jcl) and (icr, jcr) respectively. Let size of 

face image be P×Q pixels. 

(1) Recognitions of head slant to left and right 

The geometry structures of head slant to the left or right are shown in Figs. 5(b) and (c). 

After eyes are positioned, the Cartesian coordinates of left-and right eyes are available, 

including the left eye (icl, jcl) and right eye (icr, jcr), ordering 

inclination )](/)arctan[( clcrclcr jjii  . Assume that θ1, and θ2 are slant thresholds 

which are used to judge head slants to the left or right, respectively. Thus if θ(θ1, θ2), head 

slants to the righ; if θ(-θ2, -θ1), head slants to the left.  

(2) Recognitions of head rise up and look down 

The geometry structures of head rise up or look down are shown in Figs. 5(d) and (e). If 

Pjj prcr 1T)(  and Pjj plcl 1T)(  , the head posture is asserted to up; If 

Pjj crpr 1T)(   and Pjj clpl 1T)(  , the head posture is asserted to down, where T1 is the 

threshold.  

(3) Recognitions of head gaze to left and right 

The geometry structures of Gaze to right or left are shown in Figs. 5(f) and (g). If 

prcrplclprcrplcl jjjjiiii    ,  ,  , and )(T)( 2 plprclcr iiii  , the orientation of eyes 

gaze is asserted to left; If prcrplclprcrplcl jjjjiiii    ,  ,  , , and )(T)( 2 plprclcr iiii  , 

the orientation of eyes gaze is asserted to right, where T2 is the threshold.  

 

        
(a) Look at front       (b) Slant to left      (c)Slant to right  
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(d) Rise up      (e) Look down      (f) Gaze to right     (g) Gaze to left 
 

Fig. 5. Seven postures of head based on eye information 

 

The proposed method can improve the head posture recognition precision, and is robust to 

occlusion, scaling and other interferences.  

2.6 Seven postures of head and its application in mouse operation 

Traditional mouse is an important HCI device, but as it needs arm to finish HCI operation, it 

has some limitations for user. Head postures can be used to simulate mouse operation. In this 

paper, the seven kinds head postures may define seven operations, i.e. UP, DOWN, LEFT, 

RIGHT, OK, CANCEL, and NO-OPERATION. The mapping relations between the head 

postures and the mouse operations are shown in Table 1. Even though the precision of the 

virtual mouse is not better than the traditional mouse, it is friendlier to users and easier to use 

than traditional mouse, and it is easy to realize interaction with computer when hands could 

not use in some reason, for example, the people whose arm is disable can operate simply 

computer by the virtual mouse. 

 
Table 1. Mapping relations between head postures and mouse operations 

Head posture Mouse operation 

Rise up UP 

Look down DOWN 

Gazes to left LEFT 

Gazes to right RIGHT 

Tilt to the left OK 

Tilt to right CANCEL 

The other gestures NO-OPERATION 

3. Simulations and Result Discussions 

To verify the effectiveness of the proposed method, some experiments are carried out. In 

simulations, 120 images from IMM-FACE Database, issued by the Technical University of 

Denmark [19], are used. The size of each images is 640×480 pixels, and these images are front 

faces and have not occlusion in eyes and head. Self made with simple and complex 

background face databases are used. The size of images self made with simple background 

face database is 640×480 pixels, and size of images self made with complex background face 

database is 640×480 pixels and 760×460 pixels, respectively. The images from simple 

background face database are also front faces and have not occlusion in eyes and head. There 

are 600 face images in the complex background face database, including wearing glass, head 

covering and normal, and the number of each category is 200. 
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3.1 The experiments of pupil circle detection 

 Experiments of pupil circle detection are carried out under diffuse light, and simple and 

complex background conditions. The experiment of pupil circle detection with different 

weight w is shown in Fig. 6. It is observed from Fig. 6 that when w is approximately 0.5, the 

pupil detection performance is the best, so the value of w is set as 0.5 in following experiments. 

If the w value is not equal to 0.5, the pupil circle may be falsely located in eyebrow area. 

Experiments of head posture recognition with different θ, T1, and T2 are shown in Figs. 

7(a)~(c). It is observed from Figs. 7(a)~(c) that when θ(50
0
, 85

0
), T1

(0.04, 0.1), and 

T2
(0.75, 0.95), the head posture recognition performance is the best. Considering that a 

person head has a certain extent tilt, the values of θ1, θ2, T1, and T2 are set as 50
0
, 75

0
, 0.07, and 

0.8 respectively. 
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Fig. 6.  Detect performance of eye location with different weight w 
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(a) Tilt recognition performance of head posture with different θ 
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(b) Recognition performance of head up or down postures with different threshold T1 
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(c) Recognition performance of head Gaze posture with different threshold T2 

 

Fig. 7. Head posture recognition performance with different weight (w) and thresholds (θ
’
, T1,T2) 

 

3.2 The experiments of the human eye location 

3.2.1 Experiments result of human face detection and location 

In order to illustrate effectiveness of the proposed method, the results of face detection and 

location of Ref. [14] method are described in Table 2. 

 
Table 2. Results of face detection and location of  Ref. [14] method 

Face database 
Image 

numbers 

Ref. [14] method 

detection location 

IMM 120 99.2% 99.2% 

Self-made wearing transparent glass in complex 

background 
200 99.0% 98.0% 

Self-made head covering in complex background 200 98.0% 97.5% 

Self-made normal face in complex background 200 99.0% 98.3% 

Self-made in simple background 330 99.4% 98.5% 

Total  1050 99.1% 98.3% 

 

Form the Table 2, the precision of face location of Ref.[14] method is high, and is enough 

for eye location and other operations, such as, face recognition, expression analysis, and so on. 

So the face location method is robust to different backgrounds, different ganders, occlusion, 

etc. 

3.2.2 Experiments of the human eye location 

To illustrate the performance of the proposed method, the template method [7], the 

projection function method [9], and the appearance method [12] are also implemented, and are 

compared with proposed method, and Quantitative method is used to verify effectiveness of 

the proposed method, 

For performance comparison, a quantitative method is defined as [20] 

d

dd
e rl ),max(
                                                           (12) 

where dl and dr are the Euclidean distances between the found left and right eye centers. d is 

the Euclidean distance between the eyes in the ground truth, and max(·) is the finding 
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maximum function. 

 
Table 3. Comparison of normalized error scores of different method in different databases 

Method 
Accuracy of eye location 

e<0.05 e<0.10 e<0.25 

Proposed method 90.3% 92.6% 98.3% 

Ref.[7] method 85.2% 87.6% 97.2% 

Ref.[9] method 83.4% 85.4% 96.0% 

Ref.[12] method  80.7% 85.2% 94.7% 

 

Table 4. Eye location of different methods in different face databases 

Face database 
Image 

numbers 

Accuracy of eye location 

Proposed 

method 

Ref.[7] 

method 

Ref.[9] 

method 

Ref.[12] 

method 

IMM 120 95% 90.0% 90.0% 88.3% 

Self-made wearing transparent 

glass in complex background 
200 91.0% 85.0% 79.0% 81.0% 

Self-made head covering in 

complex background 
200 92.0% 86.0% 84.0% 82.0% 

Self-made normal face in 

complex background 
200 94.0% 88.0% 88.0% 87.0% 

Self-made in simple background 330 90.8% 89.2% 85.8% 87.5% 

Total 1050 92.56% 87.64% 85.36% 85.16% 

Eye location result in different face databases, when e<0.1 
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Fig. 8. Comparison results of normalized error of different methods 

 

The experiments of human eye location are carried out under diffuse light, and simple 

and complex background conditions. The results of eye location of different methods in 

different databases are shown in Table 3 and Table 4 and Fig. 8. It is observed from Tab.3 that 

compared with Refs [7, 9, 12], the performance of the Ref. [7] method is obviously better than 

the Ref. [9] method and the Ref. [12] method, while the proposed method has more high 

position accuracy than the Ref. [7] method, that is, the performance of the proposed method is 

the best among these human eye location methods. Figure 8 also shows that the proposed 

method has the best location performance, no matter for high-precision localization (e<0.05), 
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detection within the iris area (e<0.1), and coarse detection of the eye area (e<0.25).  

When e<0.1, the eye location results in different face databases are shown in Table 4. 

Simulation results of the proposed method for three face databases are shown in Figs. 9 and 10, 

where the green rectangle in Fig. 9 represents eyebrows and eye area; Fig. 9 shows the 

location results of eyebrow and eye region, and Fig. 10 shows the final eye location results. 

From Fig. 10, it is observed that the proposed method is robust to the head gesture (i.e. Figs. 

10(c), 10(d), 10(f), 10 (k), and 10(l)), facial expression (i.e. Fig. 10(b)), hair shelter (i.e. Fig. 

10(g), 10(h), and 10(j)), mustache (i.e. Figs. 10(a), 10(c), and 10 (e)). Fig. 10(g) and Fig. 

10(h) show the eye location result of same person with different image size respectively. The 

simulation results in Fig. 10(g) and Fig. 10(h) show the proposed method is robust to image 

scaling; Figs. 10(i), 10(n), 10(o) show that the proposed method is robust to glasses. From Fig. 

10(i), 10(n), the proposed method successfully locates eye, even though eye is partly occluded, 

so Figs. 10(i), and 10(n) shows that the proposed method is robust to occlusion. Fig. 10(o) 

shows that the proposed method is robust to wear hat. The Ref.[7] method has well location 

result with different temples, however, many temples must be designed based on different 

condition, i.e., it is not robust to different people or backgrounds. The Refs [9] method and the 

[12] method have bad eye location results in female images, especially if female has long hair 

in forehead.  
 

(a) (b) (c)  

(d) (e) (f)  

(g) (h) (i)  

(j) (k) (l)  
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(m) (n) (o)   

Fig. 9. Detect results of face, eyebrow and eye area: (a)~(f) simulation results of the IMM face database, 

(g)~(h) Self-made with simple background face database, and (i)~(o) self-made with complex 

background face database 

 

(a) (b) (c)  

(d) (e) (f)  

(g) (h) (i)  

(j) (k) (l)  

(m) (n) (o)  
Fig. 10. Results of eye location: (a)~(f): IMM face database; (a) simulation result of a bearded man; (b) 

simulation result of a woman; (c) simulation result of a man whose eyes gaze to left; (d) simulation of a 

man whose eyes gaze to right; (e) simulation result of a man whose eyes gaze to right; (f) simulation 

result of a woman whose eyes gaze to right. (g)~(h): self-made with simple background face database; 

(g)~(h) simulation result of a woman;(i)~(o): self-made with complex background face database; (i) 

simulation result of man who wear glass; (j) simulation result of woman having long hair; (k) simulation 
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result of man whose hair occludes partly eye;(l) simulation result of a man whose head and eyes were 

up; (m) simulation result of a woman whose head or eyes gaze to right; (n) simulation result of a man 

whose eye is partly occlude; (o) simulation result of a man wearing glass and hat 

3.3 Recognitions of head postures in mouse operation 

Recognition experiments of seven head postures are carried out under the conditions with 

diffuse light, simple and complex backgrounds, and one people in video image. In order to 

verify the effectiveness of the proposed method, the three performance measures [21] are used. 

The miss rate of head postures is defined as 

ss

r
r

NP

m
M


                                                             (13) 

The false positives rate of head postures is defined as 

ss

r
r

PN

f
F


                                                              (14) 

The true recognition rate of head postures is defined as 

s

r
P

s
T                                                                       (15) 

where mr is the number of false negatives, fr is the number of false positives, s is the number of 

true recognition head posture, Ps is the number of positive sample, and Ns is the number of 

negative sample; positive sample is these images including eyes and head, negative sample is 

these images including no eyes and head. 

The recognition results of seven head postures are shown in Table 5. Each head posture in 

Table 5 includes 150 positive sample images and 100 negative sample images, and total test 

images include 1050 positive sample images and 700 negative sample images. 

From Table 5, we can see that the Ref.[7] method has better recognition performance than 

the Ref.[9] method and the Ref.[12] method, while the recognition performance of the 

proposed method is better than that of the Ref.[7] method, i.e., the proposed method no only 

has good recognition precision, but also has low miss rate and false positive rate, this is, the 

performance of proposed method is stable. It is observed from Table 5 that when a head is 

down, the recognition precision for DOWN is a little low, because the pupil is easily obscured 

by eyelid, which leads to eye location fail and then results in a low head postures recognition 

precision 

 
Table 5. Statistical recognition results of seven head postures for different methods 

Head 

postures 

Proposed method Ref.[7] method Ref.[9] method Ref.[12] method 

Tr Mr Fr Tr Mr Fr Tr Mr Fr Tr Mr Fr 

UP 95.3% 2.8% 1.2% 84.6% 9.2% 1.2% 90.0% 6.0% 1.2% 90.0% 6.0% 1.6% 

DOWN 84.0% 9.6% 1.6% 84.6% 9.2% 3.2% 80.0% 12.0% 4.0% 85.3% 8.8% 3.2% 

LEFT 97.3% 1.6% 0.8% 88.0% 7.2% 2.4% 85.3% 8.8% 1.6% 87.3% 7.6% 2.4% 

RIGHT 98.0% 1.2% 1.6% 87.3% 7.6% 1.2% 82.0% 10.8% 1.6% 84.6% 9.2% 2.4% 

OK 100 % 0.0% 0.8% 92.0% 4.8% 0.8% 80.0% 12.0% 0.8% 88.0% 7.2% 1.2% 

CANCEL 96.7% 2.0% 0.8% 90.0% 6.0% 0.8% 84.6% 9.2% 1.2% 87.3% 7.6% 0.8% 

NO OPERATION 96.0% 2.4% 1.2% 92.0% 4.8% 1.2% 90.0% 6.0% 1.2% 92.0% 4.8% 2.0% 

Total 95.3% 2.8% 1.2% 88.4% 7.2% 1.5% 84.7% 9.2% 1.6% 88.0% 7.2% 2.0% 

Tr: true recognition rate, Mr: miss rate, and Fr: false positive rate 
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4. Conclusions 

In this paper, a head posture recognition method based on eye location is proposed. Eyes are 

first located using the larger gradient and gray values, and then head postures are recognized 

based on eye position information. Finally, the proposed method is used to emulate typical 

mouse operations. Simulation results show that the proposed method has high recognition 

precision, low miss rate and false positive rate. The proposed method can be used in human 

computer interaction applications 
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