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Abstract 
 

Computer vision-based human activity recognition (HAR) has become very famous these days 
due to its applications in various fields such as smart home healthcare for elderly people. A 
video-based activity recognition system basically has many goals such as to react based on 
people’s behavior that allows the systems to proactively assist them with their tasks.  A novel 
approach is proposed in this work for depth video based human activity recognition using 
joint-based motion features of depth body shapes and Deep Belief Network (DBN). From 
depth video, different body parts of human activities are segmented first by means of a trained 
random forest. The motion features representing the magnitude and direction of each joint in 
next frame are extracted. Finally, the features are applied for training a DBN to be used for 
recognition later. The proposed HAR approach showed superior performance over 
conventional approaches on private and public datasets, indicating a prominent approach for 
practical applications in smartly controlled environments. 
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1. Introduction 

In recent years, video-based Human Activity Recognition (HAR) has been getting a lot of 
attentions by many researchers in image processing, computer vision, pattern recognition,  and 
human computer interaction (HCI) [1]. A key reason is to utilize HAR system in practical 
applications such as smart surveillance and healthcare systems. Basically, an HAR system 
consists of extracting features and applying them to compare with the feature database to see 
the similarities with features of different clusters already stored in the database. Thus, feature 
extraction, activity modeling, and recognition are the crucial parts of an HAR system. There 
are various inputs can be applied in to a robust HAR system. Among whhich, video sensors are 
very much used for activity recognition from images and hence it becomes a challenging task 
as video-based HAR considers whole body movement of human being in images but not only 
rigid regions such as hands in hand gesture recognition. Though there are many computer 
vision researchers who have been working on video-based HAR systems due to their 
prominent applications but accurate recognition of human activities in this regard is still 
considered to be a very big concern for most of them.  

2. Related HAR Studies 
For human activity feature extraction from images, 2-D binary shapes seem to be very 
common for feature extraction in HAR [1]-[3]. In [2], the authors statrted dsicussing abouot 
global shape feature representation such as Principal Component (PC) features of binary 
shapes to represent several activities. As PC features represent the global features and result in 
poor activity recognition performance, local body shape features such as Independent 
Component (IC) features were adopted later for better HAR. Later on, they showed the 
superiority  of IC-based binary body shape features for HAR over the PC-based ones [2]. 
Though binary shapes are easy to implement for HAR, they have some limitations. For 
instance, binary shapes cannot represent difference between the near and distant body parts. 
However, depth information of body shapes can handle this problem and one could utilize 
depth body shape-based for robust HAR such as in [3]. Though depth shapes seem to be better 
than binary ones but different body parts cannot be separated if one consider the whole body 
shape and hence indicating segregation of different body parts to get the joints in the image as 
the human body is of different parts connected together. One can get stronger features from 
body joints than whole body features that may represent more robust HAR. Depth 
information-based pattern recognition has attracted a lot of researchers in the pattern 
recognition and computer vision fields for various applications such as human motion analysis 
[4]-[9]. Along with HAR, body part segmentation is also grabbing good attentions by 
computer vision researchers [10]-[14]. In [10], the authors used k-means algorithms for body 
part segmentation. In [11], the authors considered upper body part segmentation for estimating 
human pose. In [12], the authors adopted a manual body part segmentation approach to get 
body joints to be applied in recognition of gaits.  

For training and recognition of time-sequential features, Hidden Markov Model (HMM) 
has been considered as a basic tool in decoding time-quential image analysis such as [15], [16]. 
For pattaern recognition from images, depth images is atracting a lot of researchers for varous 
practival applications these days [17]–[19]. In [17], the authors applied depth-image for 
human-activity recognition. In [18], the authors showed a unique depth image-based activity 
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analysis based on surface-orientation histograms. In [19], the authors used motion energies on 
depth images for activity analysis. In [20], the authors analyzed object segmentation from 
RGB and depth images for activity analysis. In [21], the authors used Maximum Entropy 
Markov Model (MEMM) for human acitvity recognition where they used two layers of 
models. In [22], the authors used analyzed two interacting hands in depth images for human 
activity represenation. Some researchers also focused on visual gestural languages such as 
American Sign Language (ASL) [23]. For instance, in [23], the authors showed textual 
representations of continuous visual sign languages from depth information. In [24], the 
authors analyzed features from body joints from noisy depth images where stereo cameras 
were deployed for obtaining depth images and then, the features were applied with hidden 
Markov models (HMMs) for activity recognition. These days, Deep Neural Network (DNN) 
has gained much attentions by machine leraning researchers since it can generate some 
features from raw inputs [25]. Hilton et al. proposed Deep Belief Network (DBN), an 
improved version of DNN utilizing Restricted Boltzmann Machine (RBM) [26].  

 

Activity Video Acquisition
via Depth Camera

Depth Silhouette Extraction

Body Part Labelling
thorugh Trained Random

Forests and Body Joint
Estimation

Motion  Feature Generation
for Each Depth Silhouette

Recognizing Activities
Through Trained DBN

 
Fig. 1. Architecture of the proposed HAR system. 

 
In this work, an efficient approach is described for HAR using body joints’ motion features 

with DBN. For training activity, after extracting the body joints, motion features are generated 
from each depth image of the activity videos. Then, the feature sequences from the activity 
videos are augmented to train DBN. For testing an activity in a depth video, the augmented 
motion features from that video are applied on the trained DBN.  

3. Proposed HAR Methodology 
The proposed approach consists of video acquisition, segmentation of body parts through 
random forest, feature generation, and modeling DBN as depicted in Fig. 1. Kinect, a 
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commercial camera is used to obtain the depth images of activities [27] and the body shape is 
extracted from every depth image.. 
 

  
                                        (a)                                                     (b) 

  
                                        (c)                                                     (d) 

Fig. 2.  (a) A background scene, (b) a scene with a human, (c) corresponding depth map of (b), and (d) 
depth map of the subject extracted from (c). 

3.1 Silhouette Extraction 
Most of the background pixels in an image on our daily applications contain very high distance 
values and hence, considering thresholds on the depth values obtained through distance 
information in the image can make the human body silhouette extraction easy. In this regard, 
Gaussian Mixture Model (GMM) can be a good candidate to update the background for 
background subtraction to extract depth body silhouettes [28].  In this work, the background 
pixel probability is represented as  
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So, the background is updated based on the previous pixels over the time and once the 
background subtraction is done, human body is tracked in the image using shape context 
descriptors. To continue the matching for tracking a known body shape, the shape context cost 

nC for thy  unknown region is obtained by comparing thi  point cost ,i rL  in the known silhouette 
with the unknown region’s random points in the next frame as  
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where ih  and jh  are log-polar normalized histograms of thi  point from  k  points in the known 
silhouette and thj point from n  points in thy  unknown region in next frame. All the costs of 
the polar bins are then added to get the total cost for matching a known silhouette and 
unknown region pair. Finally, the pair that returns the least cost is chosen the matching to 
select. The decision of matching can be taken as 
 

1
_ _ arg min( )

Y

r
Matched Shape Decision C

=
=  (5) 

 

where Y  represents the number of regions to be matched. On the other contrary, matching cost 
of a body silhouette in a frame with wrong regions in next frame must return high cost and 
hence the matching is ignored. Fig. 2 shows a sample of background scene, a scene with a 
human, the depth scene, and at last, the extracted depth map of the subject in the scene 
respectively. Fig. 3 represents a sequence of depth body shapes from both hand waving and 
sitting down activities respectively 

 

    
 

    
(a) 

    
 

    
(b) 

Fig. 3. Sequence of depth body silhouettes from (a) both hand waving and (b) sitting down activities. 
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Fig. 4. A RF structure to train the labels of the depth silhouettes. 

 

   
(a) 

   
(b) 

   
(c) 

   
(d) 

   
(e) 

Fig. 5. A sample labeled body parts and corresponding joints from (a) right hand waving and  
(b) left ight hand waving, (c) both hand waving, (d) right leg movinh, and (e) left leg moving activity. 
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3.2 Body Segmentation 
Random Forests (RFs) are an effective and reliable tool to deal with multi-class classification 
problems [14]. A forest is a combination of decision trees where each tree has nodes and 
leaves as shown in Fig. 4. In the figure, P  represents the probability of M  classes (i.e., labels 
here) using corresponding tree. For training RFs in HAR, first of all, simple features are built 
for each pixel in a depth image based on differences between neighboring pixel pairs.  Thus, 
all features of all depth pixels and their corresponding labels obtained from training activity 
images are collected and used to train RFs, which are later used to label each pixel in the depth 
image of testing activity. This approach makes the body part labeling approach very fast. 

To create trained RFs, an ensemble of three decision trees is used where the maximum 
depth of each tree is 20. Each tree in the RFs is trained with different pixels sampled randomly 
from the training depth silhouettes and their corresponding body part labeled. A subset of two 
thousand training sample pixels is drawn randomly from each depth silhouette in the training 
activity image database. Final decision to label each depth pixel for a specific body part is 
based on voting of all trees in the RF. Finally, from this segmented body parts in each image, 
skeleton model representing 16 body joints is generated considering the labels of the body 
parts. Fig. 5 shows a sample segmented body parts with different colors and joints from both 
hand waving and right hand waving activities. Thus, using RF for body segmentation based on 
random features, we can obtain a position and scale invariant human body skeleton in human 
activity videos. 

3.3 Feature Extraction 
As aforementioned, once the segmented depth body shape is available, a skeleton model 
representing 16 joints is obtained where each joint is denoted as Q .  The body joints are 
considered and represented as head, neck, left shoulder, right shoulder, chest, central hip, left 
hip, right hip, right elbow, right palm, left elbow, left palm, left knee, right knee, left foot, and 
right foot respectively. Motion features representing motion parameters i.e., magnitude as well 
as direction of the joints in the next frame are computed for 16 joints. The magnitude T  of a 
joint from two consecutive depth frames is as 
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Thus, the size of 16 joint’s magnitude feature of each frame becomes a vector of 1x16. The 
angles of the same body joint between two consecutive frames are computed as 
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The size of the directional angles of the joints’ becomes a vector of 1x48. Hence, the 
motion features for each depth shape becomes with the size 1x64 altogether. The feature 
vector for a video frame is represented as F.  Then, the features of the frames are augmented to 
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represent N  dimensional large features for corresponding video to represent F. All features of 
all videos are then used as input to a DBN for training, which is later on used for testing  the 
motion features from an unknown activity video. 

3.4 Deep Belief Network for Activity Modeling 
Training a DBN consists of two key parts: namely pre-training and fine-tune. The pre-training 
phase is based on Bolt Restricted Boltzmann Machine (RBM). Once the network is pre-trained, 
weights of the networks are adjusted by fine-tune algorithm.  RBM is useful for unsupervised 
learning and hence can contribute for avoiding local optimum errors.  As shown in Fig. 6, two 
hidden layers are used for RBM. RBM is basically used to initialize the networks by 
unsupervised learning. In the initialization of the network, a greedy layer-wise training 
methodology is used. Once the weights of the first RBMs are trained, first hidden layer  
weights h1 get fixed. Then, the weights of the second RBMs are trained using the previous 
hidden layer’s fixed weights. At last, the output layer’s RBMs are trained using the weights of 
second hidden layer weights h2. For updating the weights, a contrastive divergence algorithm 
is used. When the weights are adjusted, a classic back propagation algorithm is utilized for 
adjusting all parameters. 
 

 
Fig. 6. Structure of a DBN used in this work. 

4. Experimental Results 
A human activity database of six different activities was built for experimental analysis. The 
activities were right leg moving, left leg moving, right hand waving, both hand waving, 
standing-up, and sitting-down. Hundred clips from each activity were collected to use for 
training. Finally, 100 clips were used to test each activity. Each video clip consisted of 26 
frames. The experiments were started with the traditional binary and depth shape-based HAR 
with HMM. Since the binary silhouettes represent limited black and white color 
representations, the recognizer produced very poor recognition rates as shown in Table 1 
where the maximum average recognition rate was 77.33% using ICA approach. Basically, 
ICA represents better feature than PCA and the binary shape-based experiments also reflect 
that by achieving better performance using ICA than PCA. The experiments were then 
continued to the depth shape-based HAR  and Table 2 shows the experimental results where it 
shows the superiority of the depth shapes over the binary ones. 

Finally, the body joint motion feature-based experiments were done where much better 
recognition performance than the binary as well as depth shape-based experiments was 
obtained as included in Table 3. Firstly, motion features were combined with HMM which 
achieved 91.33% recognition performance. For each HMM, we applied six states ergodic 
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model. Later on, proposed approach (i.e., motion features with DBN) was tried that showed 
the highest recognition rate (i.e., 96.67%) over all other approaches and hence showing its 
superiority over others.  The DBN consists of 1600 input neurons (i.e., 64x25), 100 neorons in 
hidden layer1, 50 neurons in hidden layer2, and finally 6 neurons (i.e., six activtiies) for output 
layer. The experiments were tried on a system with configuration as Intel® Core(TM) i3 CPU (2 
cores and 4 logical processors),  8 GB RAM, Windows 8 Pro Operating system, and Matlab 
2015a. We tried different approaches for training and testing multiple times. Table 4 shows 
the average training time  of features of all frames of all videos of all activities and average 
testing time for features of a single video. The highest training time was required by ICA (i.e., 
109.23 seconds) as IC extraction from the all training depth silhouttes was computationally 
expensive but testing was much fast (i.e., 0.022 second per video) as it required only IC feature 
weight matrix multiplication. The second highest training time was taken by  DBN i.e., 23.11 
seconds but testing with DBN was also very fast (i.e., 0.021 second per video) as the weights 
in the units of different layers were already adjusted during training. It can be noticed in the 
table that all approaches can be implemented in real time as their testing time for each video is 
really fast with the aformentioned computer configuration. Once the frames are acquired from 
the depth camera, the fast testing time of the activity features for each video via DBN indicates 
the implementaibiliy of the proposed system in real time very well.  
 

Table 1.  HAR experimental on binary silhouettes results using different approaches. 

Approach Actvitiy Recognition 
Rate 

Mean 

 PCA-HMM   

Right Leg Moving 67     
 
 

70.67 

Left Leg Moving 69 
Right Hand Waving 74 
Both Hand Waving 73 

Sitting-Down 76 
Standing-Up 67 

ICA-HMM   

Right Leg Moving 79  
 
 

77.33 

Left Leg Moving 74 
Right Hand Waving 81 
Both Hand Waving 73 

Sitting-Down 79 
Standing-Up 83 

 
Table 2.  HAR experimental on depth silhouettes results using different approaches. 

Approach Actvitiy Recognition 
Rate 

Mean 

 PCA-HMM   

Right Leg Moving 75  
 
 

76.67 

Left Leg Moving 77 
Right Hand Waving 83 
Both Hand Waving 81 

Sitting-Down 71 
Standing-Up 73 

   

Right Leg Moving 87  
 Left Leg Moving 85 
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Right Hand Waving 91  
87.33 Both Hand Waving 89 

Sitting-Down 83 
Standing-Up 89 

 
Table 3.  HAR experimental results on body joint motion features using different approaches. 

Approach Actvitiy Recognition 
Rate 

Mean 

 
Body Joint  

Motion 
Feature-based 

HAR with 
HMM 

Right Leg Moving 93  
 
 

91.33 

Left Leg Moving 88 
Right Hand Waving 95 
Both Hand Waving 91 

Sitting-Down 89 
Standing-Up 94 

 
Body Joint  

Motion 
Feature-based 
HAaturR with 

DBN 

Right Leg Moving 95  
 
 

96.67 

Left Leg Moving 93 
Right Hand Waving 99 
Both Hand Waving 95 

Sitting-Down 97 
Standing-Up 96 

 
Table 4. Average training and testing time for different HAR approaches. 

Approach Average Training Time 
of Features of All Frames 
of All Videos (Seconds) 

Average Testing Time 
of Features of Frames of 
a Sngle Video (Seconds) 

PCA-HMM 5.02 0.015 
ICA-HMM 109.23 0.022 
Body Joint  

Features with HMM 3.26 0.018 

Body Joint  
Features with DBN 

23.11 0.021 

 

4.1 Experiments on MSRDailyActivity3D Dataset 
We also tried our approach on a public dataset named MSRDailyActivity3D dataset [29] that 
consisted of 16 daily activities: namely drink, eat, read book, call on cellphone, write on a 
paper, use laptop, use vacuum cleaner, cheer up, sit still, toss paper, play game, lie down on 
sofa, walk, play guitar, stand up, and sit down. The database had a total of 320 videos for 
which 10 subjects were involved. We tried a cross-subject testing/training for our experiments. 
Table 5 shows the recognition results of the proposed approach where 91.56 % mean 
recognition rate was obtained. We considered 23 frames from each video. So 22 pair of 
consecutive frames are considered to extract features from each video. The DBN consisted of 
1408 input neurons (i.e., 64x22), 100 neorons in hidden layer1, 50 neurons in hidden layer2, 
and finally 16 neurons (i.e., sixteen activtiies) for output layer. The proposed method was 
compared with other state-of-art methods where it obtained a superior performance over them 
as shown in Table 6.  We tried the proposed approach with DBN for training and testing ten 



1128                                                                                                              Zia et al. : A Robust Human Activity Recognition System 

times where the average training time of features from all frames of all videos of all activities 
was 61.24 seconds. The average testing time for features from each video was 0.0.027 second, 
indicating really fast feature testing.  
 

Table 5.  HAR-experiment results for proposed-approach MSRDailyActivity3D dataset  
Activity Recognition Rate Mean 

Drink 90 %  
 
 
 
 
 
 
 
 
 

91.56 

Eat 90 
Read book 90 

Call on cell phone 95 
Write on a paper 90 

Use laptop 85 
Use vacuum cleaner 95 

Cheer up 95 
Sit still 95 

Toss paper 90 
Play game 85 

Lie down on sofa 90 
Walk 90 

Play guitar 95 
Stand up 95 
Sit down 95 

 
Table 6.  Comparison of HAR performances of different approaches on MSRDailyActivity3D dataset. 

Method Recognition Accuracy 
Wang et al. [31] 68.0 % 
Dollar et al. [32] 73.6 
Laptev et al. [33] 79.1 

Lu and Aggarwal [34] 83.6 
Cho et al. [1] 89.7 

Our Proposed Approach 91.56 

 

4.2 Experiments on MSRC-12 Gesture Dataset 
Our HAR approach was also checked on MSRC-12 gesture dataset [30] where the dataset 
consisted of sequences of human skeletal joint movements and it has 594 sequences collected 
from 30 people for twelve different activities. There were 6244 gesture samples altogether. 
The activities were Lift arms, Duck, Push right, Goggles, Wind it up, Shoot, Bow, Throw, Had 
enough, Change weapon, Beat both, and Kick. We considered 26 frames from each video. So 
25 pair of consecutive frames were considered to extract features from each video. We 
compared our deep learning on body joint motion feature-based approach with the traditional 
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HMM-based one where the proposed one showed the better accuracy (i.e., 97.93% mean) than 
traditional one (92.49% mean) as represented in Table 7 and Table 8. For each HMM, we 
applied six states ergodic model. The DBN used in thie regard consists of 1600 input neurons 
(i.e., 64x25), 100 neurons in first hidden layer, 50 neurons in second hidden layer, and 12 
neurons (i.e., twelve activities) for output layer. The proposed method obtained a superior 
performance over other state-of-art methods on the same dataset as shown in Table 9. We tried 
the proposed HAR approach with DBN for training and testing ten times with the 
aforementoined computer configuration. The average training time of features from all frames 
was 109.12. seconds. The mean testing time for features of each activity video was 0.031 
second, showed quite fast feature testing. 
 

Table 7.  HAR-experiment results using traditional HMM-based approach on MSRC-12 dataset  
Activity Recognition Rate Mean 
Lift arms 87.5%  

 
 
 
 
 
 
 

92.49 

Duck 98.8 
Push right 84.2 
Goggles 91.8 

Wind it up 86.1 
Shoot 97.6 
Bow 92.9 

Throw 95.1 
Had enough 93.9 

Change weapon 94.8 
Beat both 92.4 

Kick 94.9 
 

Table 8.  HAR-experiment results using proposed DBN-based approach on MSRC-12 dataset 
Activity Recognition Rate Mean 
Lift arms 96.1%  

 
 
 
 
 
 
 

97.93 

Duck 98.8 
Push right 98.8 
Goggles 96.9 

Wind it up 98.7 
Shoot 100 
Bow 98.8 

Throw 96.9 
Had enough 98.0 

Change weapon 96.1 
Beat both 98.7 

Kick 97.4 
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Table 9.  Comparison of HAR performances of different approaches on MSRC-12 dataset. 

Method Recognition Accuracy 
HGM [35] 66.25% 

ELC-KSVD [36] 90.22 
Cov3DJ [37]  91.70 

Our Proposed Approach 97.93 

5. Conclusion 
The goal of assisted living is to develop methods to promote the ageing in place of elderly 
people. Human activity recognition systems can help to monitor aged people in home 
environments. For this task, different sensors can be used. Among which, RGBD sensors seem 
to cost-effective and can provide much visual information about the environment. Our work 
aims to propose a novel human activity recognition method using motion features from 
skeleton data extracted by RGBD sensors and deep learning for modeling activities. The 
robust motion features of body joints are extracted through segmentation of different depth 
body parts using random forests. Then, DBN is used for activity learning and recognition. The 
experimental results on our dataset showed quite significantly improved recognition 
performance (i.e., 96.67%) using proposed approach than the conventional approaches (i.e., 
91.33% at best). The proposed deep learning-based approach was also applied on 
MSRDailyActivity3D and MSRC-12 public datasets where it showed superior performance 
on some state-of-the-art methods by achieving mean recognition rate of 91.56% and 97.93% 
respectively. The proposed HAR system can be effectively employed to many smart 
applications such as smart home healthcare to monitor human activities in a smart home which 
can contribute to improve the quality of a user’s life. In future, we aim to consider the occluded 
human body regions in complex human activities and body part segmentations for activity 
postures to extract missing skeleton joints in occlusion. It should make our human activity 
recognition dynamically applicable in real time smart environments. 
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