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#### Abstract

Inspired by the multi-scale nature of hippocampal place cells, a biologically inspired model based on a multi-scale spatial representation for goal-directed navigation is proposed in order to achieve robotic spatial cognition and autonomous navigation. First, a map of the place cells is constructed in different scales, which is used for encoding the spatial environment. Then, the firing rate of the place cells in each layer is calculated by the Gaussian function as the input of the Q-learning process. The robot decides on its next direction for movement through several candidate actions according to the rules of action selection. After several training trials, the robot can accumulate experiential knowledge and thus learn an appropriate navigation policy to find its goal. The results in simulation show that, in contrast to the other two methods(G-Q, S-Q), the multi-scale model presented in this paper is not only in line with the multi-scale nature of place cells, but also has a faster learning potential to find the optimized path to the goal. Additionally, this method also has a good ability to complete the goal-directed navigation task in large space and in the environments with obstacles.
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## 1. Introduction

Animals have a unique capability for autonomous navigation, which relies on complex and robust brain structures [1][2]. The hippocampus, as an important component of the brain, plays a crucial role in spatial cognition and navigation [3]. It can form an internal map to characterize spatial locations through the integration of allothetic and idiothetic information and take advantage of the accumulated experience to plan a reasonable route to the goal. As early as 1948, Tolman proposed the theoretical concept of a 'cognitive map' [6]. He found that a rat can form an internal map in its brain to encode its space and use the cognitive map to estimate its position in the environment. Two decades later, O'Keefe confirmed the existence of the spatial cognitive map and made the discovery of place cells in the rat hippocampus through an electrophysiological method [7][8]. The region corresponding to where the cells fire is called the 'place field' or 'firing field' [9]. Subsequently, head direction cells[10][11], grid cells [12][13], boundary cells [14], and speed cells [15] were discovered, which further revealed the mechanisms of biological navigation. The combination of these cells forms a compact 'navigation system' in the brain, which functions like a precise GPS. This system provides real-time spatial navigation information and guides the animal to its goal [16][17].

The study of various navigation cells in the brain and the important achievements in the fields of brain science and life sciences are interesting resources for researchers working on solving practical problems in navigation. Currently, there are many researchers working in this area [18]. From these studies we know that the progress of brain science is affecting the direction of development in navigation technology and it is feasible to solve these navigation problems by making use of the discoveries in the field of brain science. However, the above-mentioned references on building a model of spatial representation are based on a single scale of place cells. The latest research data shows that position in space is determined through a comprehensive characterization of multi-scale place cells in the hippocampus [24][25]. Therefore, a multi-scale spatial representation is more in line with the biological basis and is better equipped to deal effectively with the perceptual information from the spatial environment.

The work in [26] presents a spatial representation model based on forward planning of trajectories. The network of head direction cells, grid cells, and place cells is constructed to cognitively represent the conversion of information. The simulations and experiments show that the model can succeed in finishing a goal-directed navigation task and reduce the demand on the distance of the linear look-ahead trajectory. But this method mainly focuses on forming a map of the place cells and processing the information conversion, and it does not consider environments with obstacles. Ref. [27] introduces visual pretreatment technology and learning mechanisms into a bio-inspired system of a multi-scale map, which greatly improves the performance of position recognition. However, this model builds a relationship between the position units using supervised learning, which does not accord with the learning mechanism of biological brain navigation.

In this paper, we focus on the multi-scale nature of place cells in the hippocampus and the learning mechanisms of the brain. In order to complete a goal-directed navigation task, a bio-inspired spatial cognitive model based on a multi-scale place cell map is proposed. The Gaussian function is used to imitate the firing activity of a place cell. A multi-scale place cell map is constructed to encode the spatial environment. Then, a Q-learning algorithm is introduced to realize action selection. The robot can integrate the action activities from
different layers to decide on its next movement direction. The performance of the model is evaluated during a goal-directed robot navigational task. After several exploration trials, the robot is able to improve its understanding of the environment and succeed in finding an optimal path to the goal. The object of our study is the ground mobile robot and the method is also applicable for the unmanned vehicle.

This paper presents the following major contributions:

1. We build a multi-scale place cell map for spatial representation. The position of the agent is represented by the firing place cells in the different layers, which is not only in line with the multi-scale nature of place cells in the hippocampus, but also shows an exact and comprehensive description of the location.
2. We propose an improved Q-learning algorithm by introducing the activity factor into the multi-scale place cell map for goal-directed navigation. Through exploration and learning, the agent can plan an optimal route from the starting point to the goal. Additionally, the method is also feasible and effective in large spaces and in the environments with obstacles.
3. We compare the proposed method with two other methods (G-Q, S-Q) through extensive simulations, which demonstrate that our method has a faster learning speed in completing the goal-directed navigational task.
The rest of this paper is organized as follows. Section 2 describes a bio-inspired spatial cognitive model based on a multi-scale place cell map. Section 3 presents how the method performed in finishing a goal-directed navigational task. Section 4 provides conclusions and a discussion of future work.

## 2. A bio-inspired spatial cognitive model

The firing fields of place cells present different sizes along the dorso-ventral axis in the hippocampal formation. The dorsal firing field has a smaller scale and higher spatial recognition which can reflect the correct location of the robot. The ventral firing field has a larger scale and lower spatial recognition which can reflect a comprehensive description of the whole space [28]. Thus, we propose combining the advantages of the different scales into a bio-inspired spatial cognitive model based on a multi-scale place cell map. First, we introduce the firing model of a place cell and the Q-learning algorithm, and then we highlight the goal-directed navigation based on the improved Q-learning.

### 2.1 The firing model of a place cell

O'Keefe found that the activities of place cells in the rat hippocampus were closely related to its location in the environment [29]. Whenever the rat was in a particular place, some neural cells were activated. This special electrical activity could help the rat determine its position in the current environment. A single place cell corresponds with a concrete location region. Furthermore, a particular environment can be characterized by the electrical activities of a number of place cells. Ref.[9] shows that a majority of the place cells are located in the CA3 and CA1 areas of the hippocampus and they typically fire in a restricted portion of the environment. Fig. 1 shows a response diagram of the place cells firing in CA3 and CA1 during an experiment. It can seen that there are some place cells that fire corresponding to the rat moving within its environment and the shape of the firing field is similar to a circle. Additionally, the intermediate regions of the firing cells have in turn a maximum response while decreasing outwards.


Fig. 1. A response diagram of the firing of hippocampal place cells[9]
According to the shape of the firing field, we can use the Gaussian function to imitate the place cell firing pattern. Let $\mathbf{p}$ be the current position of the robot, and the firing rate of the place cell $i$ can be defined by:

$$
\begin{equation*}
P C_{i}(\mathbf{p})=\exp \left(-\frac{\left\|\mathbf{p}-\mathbf{p}_{0}\right\|^{2}}{2 \sigma^{2}}\right) \tag{1}
\end{equation*}
$$

where $\mathbf{p}_{0}$ is the reference position of $P C_{i}$ and $\sigma$ is the adjustable factor of the firing field. Fig. 2 shows the distribution of a place cell firing while $\sigma^{2}=30$. From the figure, it can be seen that the simulated place cell has a maximum response in the intermediate red area where the firing rate in the center is equal to 1 , and the firing rate in the external blue color area is close to 0 . Therefore, Eq.(1) is able to simulate the characteristics of the hippocampal place cell to some extent.


Fig. 2. A schematic diagram of a simulated place cell

### 2.2 Q-learning algorithm

Q-learning is one of the reinforcement learning algorithms which is usually used for path planning in the condition of no prior knowledge [30]. The algorithm first initializes a table of Q values, and adopts a greedy approach to pick an action. Then it updates the corresponding Q values according to feedback from a reward. Through several episodes, the action tends to the optimal behavior. The purpose of Q -learning is to estimate the Q value under the optimal policy on the premise that the transferred probability of the state is unknown. $Q\left(s_{t}, a_{t}\right)$
represents the function of performing an action in state $s_{t}$ which can be expressed as Eq.(2):

$$
\begin{equation*}
Q\left(s_{t}, a_{t}\right)=r\left(s_{t}, a_{t}\right)+\gamma \max _{a_{t+1}} Q\left(s_{t+1}, a_{t+1}\right) \tag{2}
\end{equation*}
$$

where $r\left(s_{t}, a_{t}\right)$ is the immediate reward from $s_{t}$ to $s_{t+1}$ by action $a_{t}$, and $\gamma$ is the discount factor, $\gamma \in[0,1)$.

In the learning process, $Q\left(s_{t}, a_{t}\right)$ updates according to Eq.(3):

$$
\begin{equation*}
Q\left(s_{t}, a_{t}\right)=Q\left(s_{t}, a_{t}\right)+\eta\left(r\left(s_{t}, a_{t}\right)+\gamma \max _{a_{t+1}} Q\left(s_{t+1}, a_{t+1}\right)-Q\left(s_{t}, a_{t}\right)\right) \tag{3}
\end{equation*}
$$

where $\eta$ is the learning rate which controls the speed of learning. The greater value $\eta$ will bring about a faster convergence. However, too large value $\eta$ may cause premature convergence. Thus, it is important for the learning speed to choose a proper $\eta$.

### 2.3 The multi-scale spatial representation for goal-directed navigation based on Q-learning

### 2.3.1 Construction of the multi-scale place cell map

The place cell firing is mainly derived from two sources: one is the external sensory information, such as visual information, which takes the similarities between the current view and the origin view as the value of the firing rate [31]; the second source is self-motion information, such as speed and direction, which drives the place cells firing by path integration [32]. This paper focuses on how to use the firing effect from the different place cell scales to represent the position of the robot in the environment and initiate a reasonable action. Thus, the Gaussian model introduced in Section 2.1 is adopted to calculate the firing rate of the place cell in the subsequent analysis process. Namely, we use the concrete position information to directly drive the place cell firing instead of matching the local views or using path integration.

Suppose the moving area for the robot in its environment is covered by a $a \times a$ square and the place cells are built uniformly at a certain interval. As the place fields overlap, several cells might be firing at any given moment. Therefore, any position of the robot in the space can be characterized by a set of corresponding place cells in the firing state.


Fig. 3. A schematic diagram of the place cell map in a layer

By adjusting the size of the place field we can achieve a place cell map with different scales where the scale represents the corresponding layer. The firing rate of the place cell $i$ in the layer $l$ is expressed as:

$$
\begin{equation*}
P C_{i l}(x, y)=\exp \left\{-\frac{\left(x-x_{i i}\right)^{2}+\left(y-y_{i i}\right)^{2}}{2 \sigma^{2}}\right\} \tag{4}
\end{equation*}
$$

where $(x, y)$ represents the real position of the robot and $\left(x_{i l}, y_{i l}\right)$ represents the center of the place cell $i$ in the layer $l$, and $\sigma$ is the adjustable factor of the firing field.

Fig. 3 shows a schematic diagram of the place cell map in a layer in which the red circles indicate the constructed place cells, the green triangle indicates the robot, and the blue circles indicate the place cells in a firing state. From the figure, it can be seen that there are four place cells firing at the current location. Additionally, we can find corresponding place cells firing in other layers. Thus, the position of the robot in the space is synthetically characterized by the firing place cells in the different layers.

### 2.3.2 Q-learning on place cells

For the place cell map constructed in each layer, the firing rate of the place cell in the current state $P C_{i l}(x, y)$ is calculated by Eq.(4). Considering that there may be several place cells firing at the same time, we define $s_{i}$ as the state of the $i$ th place cell and $\operatorname{act}\left(s_{i}\right)$ as the activation value of state $s_{i}$ which represents the probability state $s_{i}$ in its current location. Then a greedy approach is adopted in Eq.(6) to choose an action, and the Q value is updated according to Eqs.(7) and (8).

$$
\begin{equation*}
\operatorname{act}\left(s_{i}\right)=\frac{P C_{i l}(x, y)}{\sum_{i=1}^{n} P C_{i i}(x, y)} \tag{5}
\end{equation*}
$$

where $n$ represents the number of place cells in the firing state.

$$
\begin{gather*}
a=\arg \max _{a}\left(\sum_{i=1}^{n} Q\left(s_{i}, a\right) \cdot \operatorname{act}\left(s_{i}\right)\right)  \tag{6}\\
Q\left(s_{i}, a\right)=\operatorname{act}\left(s_{i}\right) \cdot\left(Q\left(s_{i}, a\right)+\Delta Q\left(s_{i}, a\right)\right)+\left(1-\operatorname{act}\left(s_{i}\right)\right) \cdot Q\left(s_{i}, a\right)  \tag{7}\\
\Delta Q\left(s_{i}, a\right)=\eta \cdot\left(r+\gamma \cdot \max _{a^{\prime}}\left(\sum_{i=1}^{n} Q\left(s_{i}^{\prime}, a^{\prime}\right) \cdot \operatorname{act}\left(s_{i}^{\prime}\right)\right)-Q\left(s_{i}, a\right)\right) \tag{8}
\end{gather*}
$$

In contrast to the canonical Q-learning algorithm, our method takes all the place cells in the firing state into account as the input of the Q-learning process, and different place cells correspond to different Q values. When only one place cell is firing, $\operatorname{act}\left(s_{i}\right)$ equals 1 and Eq.(7) is transformed into Eq.(3). Namely, the canonical Q-learning algorithm is a special case in our method.

For the firing place cells in each layer, the same method is employed to choose an appropriate action. Fig. 4 gives the process for action selection according to the multi-scale place cell map in which the red circle indicates the place cells in a firing state and the gray shaded area indicates the firing activity. The color of the gray area is darker when the firing intensity of a place cell is greater. The arrow in the figure represents the action recommended in the current state. Through the integration of behavioral information given by the place cell
map in different scales, we can choose a reasonable action after a judgment and decision. Once an action $a$ is executed, the Q values in each layer should be updated according to the action $a$ in Eq.(7) and Eq.(8). After continuous iterative learning, the robot is able to integrate the behavioral information effectively and find an optimal route to the goal.


Fig. 4. The process of action selection for the multi-scale place cell map


Fig. 5. A flow chart of the algorithm

Fig. 5 shows a flow chart of the algorithm in a single exploration. First, a multi-scale place cell map is built and the firing rate of the place cells in each layer is calculated as the input of the Q-learning algorithm for action selection. Then, a value for each possible action is computed and the most valued action is selected. Next, the robot moves to the next position and the Q values are updated according to Eq.(7). This step requires some judgment about whether the robot has reached the visible region of the goal. If it is, an exploration ends; if not, the robot continues to perform the same steps in a new state. After several exploration cycles, the robot can accumulate experiential knowledge and learn the appropriate navigation policy to move to the goal via an optimal route.

## 3. Performance Results and Analysis

To assess the performance of the method for completing the goal-directed navigation task, we analyze two aspects of the simulation in detail: one is a feasibility analysis from the perspective of the model implementation and the second is how a variety of parameters relevant in the model influence the positioning performance. All simulations are based on the Matlab R2010a platform.

### 3.1 Implementation of the model

First, the relevant parameters set in the simulation are introduced as follows:
(1) Spatial environment: It is supposed that the moving area of the robot is a square with a $100 \mathrm{~m} \times 100 \mathrm{~m}$ size.
(2) The starting point and the end point are, respectively, $(15,15)$ and $(85,90)$. The visible region for the goal is circular with a radius of 10 m . When entering the region, the robot is considered to have reached the goal point.
(3) Setting the scale of the place cells: The multi-scale place cell map is constructed by using three different scales of the place cells in the simulation. The radius of the firing field is respectively set to $8 \mathrm{~m}, 15 \mathrm{~m}$, and 25 m . The place cell map in each layer is composed of one hundred place cells uniformly distributed.
(4) Action settings: The robot has three possible actions to choose from: rotate $\pi / 4$ to the left and go forward 10 m ; go forward 10 m ; and rotate $\pi / 4$ to the right and go forward 10 m . All action directions are relative to the previous state. When the robot moves to the border, it will be given a reverse direction and choose a possible action anew. The velocity is $10 \mathrm{~m} / \mathrm{s}$ and the positioning period is 1 s . The velocity and direction of the robot remains invariable within each positioning period.
(5) Q-learning algorithm parameters: The learning rate $\eta$ and the discount factor $\gamma$ are set to $\eta=0.8$ and $\gamma=0.9$, respectively.

Fig. 6 shows two sample paths from the starting point to the goal after one episode and ten episodes. An episode means that the agent finishes an exploration and finds the goal. The green triangle represents the starting point, the red pentacle represents the goal, and the red circle represents the visible region of the goal. In Fig. 6(a), the simulated robot often moves randomly and needs many steps to reach the goal because there is no prior information about the environment in the first episode. Through exploring and learning the environment, the agent accumulates experiential knowledge continuously and improves its understanding of the goal's location. After ten episodes, the simulated robot is able to plan a short path to the goal as seen in Fig. 6(b). Table 1 shows the runtime for each episode in the method. It can be seen that the agent needs more time to explore the environment and look for the goal during the early
exploration. With an increasing number of episodes, the runtime for each episode decreases gradually. This means that the agent can gain more experiential knowledge about the environment and it becomes easier to find the goal after several episodes.


Fig. 6. Two sample paths, one after one episode and one after ten episodes
Table 1. Runtime comparison for each episode

| Episode | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Runtime(ms) | 103 | 86 | 75 | 62 | 40 | 32 | 25 | 15 | 12 | 8 |

In order to illustrate the advantages of the multi-scale place cell map for goal-directed navigation, we compare the performance of the proposed methods with two other methods for goal-directed navigation. G-Q is a classical Q-learning algorithm based on grids, which divides the environment into many of the same grids where each grid represents a state of the Q-table. S-Q is an algorithm based on a single scale spatial representation, in which the space is represented by place cells with a single scale. In simulation, three different S-Q scale (S-Q-1, S-Q-2, S-Q-3) approaches are used for comparison where the scales are respectively set as scale $1=8 \mathrm{~m}(\mathrm{~S}-\mathrm{Q}-1)$, scale $2=15 \mathrm{~m}(\mathrm{~S}-\mathrm{Q}-2)$, scale $3=25 \mathrm{~m}(\mathrm{~S}-\mathrm{Q}-3)$, and the other parameter settings are the same as above. M-Q is our proposed method, which uses a multi-scale place cell map to represent the position of the agent in the environment. The number of steps from the starting point to the goal position is considered the index which is used to evaluate the performance of the different methods.

Fig. 7 shows that the average number of steps is a function of the episode number. A step means that the simulated robot executes an action. An iteration represents the agent finishing 30 episodes. A hundred iterations are executed in simulation and each iteration provides the number of steps in each episode. Then we calculated the average steps in each episode over 100 iterations. As shown in the Fig. 7, the simulated robot can finish the goal-directed navigation task after several learning trials using all five approaches. With the number of episodes increasing gradually, the average number of steps decreases rapidly. When the episode number increases to a certain value, the average number of steps hardly changes,
which represents the simulated robot having found the shortest path to the destination. Compared with other four approaches, the M-Q method has a faster learning speed and is able to find an optimized path to the goal earlier under the same conditions. For example, after five episodes, the M-Q method only needs 18 steps to reach the goal while the other four methods need at least 39 steps.

Table 2 shows a runtime comparison of the different methods. We define the sum of the computational time from the initial state to the stable state in all 100 iterations as the runtime of the method. The stable state means that the number of steps from the starting point to the goal in the current episode is not greater than the number of steps in the next three episodes, which can be represented by Eq.(9). From Table 2, we know that the S-Q-3 method takes the most time and the M-Q method requires the least time, which is consistent with the results shown in Fig. 7. Compared to other methods, M-Q requires fewer episodes to reach a stable state and has a faster learning speed.

$$
\begin{align*}
& \operatorname{step}(i) \leq \operatorname{step}(i+1) \\
& \operatorname{step}(i) \leq \operatorname{step}(i+2)  \tag{9}\\
& \operatorname{step}(i) \leq \operatorname{step}(i+3)
\end{align*}
$$

where step(i) represents the number of steps from the starting point to the goal in the $i$ th episode.


Fig. 7. The number of steps to reach the goal as a function of the episode number
Table 2. Runtime comparison of the different methods

| Methods | G-Q | S-Q-1 | S-Q-2 | S-Q-3 | M-Q |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Runtime(s) | 60.251 | 58.126 | 72.634 | 82.330 | 45.252 |

### 3.2 Performance in goal-directed navigation

This section focuses on how the change in the relevant parameters involved in the model has an impact on the performance of the M-Q method in completing the goal-directed
navigation. The parameter settings are the same as Section 3.1. Fig. 8 shows the number of steps from the starting point to the goal under different learning rates such as $\eta=0.8, \eta=0.6$ and $\eta=0.3$. The experiment under each episode is carried out 100 times and then the average steps are calculated to compare the performance when completing the goal-directed navigation task under different learning rates. From Fig. 8, we can see that the number of steps required to reach the goal is greater in the previous episodes. The average value and the variance of the steps decrease as the episode number increases. For comparison, the convergence speed becomes faster with the increase in learning rate, which means that the larger $\eta$ has a faster learning potential to find the optimal path to the goal.


Fig. 8. The number of steps to reach the goal under different learning rates.
To test the multi-scale method performance in goal-directed navigation in a large space, the environment is expanded to a square region of $200 \mathrm{~m} \times 200 \mathrm{~m}$, and other simulated parameters are the same as Section 3.1. In this circumstance, the place cell map in each layer is composed of 400 place cells, which are uniformly distributed. Fig. 9 shows the path planning process in a large environment over 30 episodes. It can be seen that the number of steps that the agent required to reach the goal decreases as the number of episodes increases. After 30 episodes, the simulated robot is also able to plan an optimal route to the goal and succeeds in finishing the goal-directed navigation task by learning in the expanded space. Compared with a small environment, the method applied to large spaces requires more training trials.



Fig. 9. Path planning process under different episodes


Fig. 10. The performance of the method in the environments with obstacles

Fig. 10 shows the performance of the proposed method in an environment with obstacles where the black rectangle represents the obstacle. The agent spends 30 episodes planning a short path in Fig. 10(a) and spends 50 episodes in Fig. 10(b). The simulated robot can find a short path to the goal in both situations without colliding with the obstacles in the environment, which proves that the multi-scale method is also applicable to the cases where there are obstacles.

## 4. Conclusion

Considered a breakthrough discovery for human spatial cognition, the information processing mechanism of hippocampal place cells for spatial information are gaining more and more attention. Inspired by the phenomenon of multi-scale spatial representation in biology, a biologically inspired model based on a multi-scale spatial representation for goal-directed navigation is proposed in this paper. A reinforcement learning algorithm is used to combine the firing place cells with the actions so as to find a reasonable path to the goal after several episodes. The results of simulations show that the multi-scale spatial cognition model reveals a faster initial learning potential to find the hidden goal than the navigation strategy using G-Q and S-Q, and it also can complete the goal-directed navigation task in a large space and in the environments with obstacles. The method in this paper considers sensing, understanding, decision, and controlling as a whole process, which is not only in line with the biological basis for place cell firing, but it also improves the capability of the robot to deal with the integrated information much like the brain. Moreover, it also provides some reference for the development of bionic autonomous navigation.

In future work, we will focus on improving the details of the navigational model and testing the performance of the method on a hardware platform. The place cell firing is driven by the integration of idiothetic and allothetic information instead of the simulated firing model and then a reinforcement learning algorithm is adopted to complete a concrete navigation task. Additionally, we will pay more attention to the study on the information processing and transforming mechanism of head directed cells, speed cells, grid cells, and place cells so as to imitate the function of the brain for spatial navigation more realistically and further enhance the capability of intelligent autonomous navigation.
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