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Abstract 

 
The intelligent monitoring system has been successfully applied in many fields such as: 
monitoring of production lines, transportation, etc. Smart surveillance systems have been 
developed and proven effective in some specific areas such as monitoring of human activity, 
traffic, etc. Most of critical application monitoring systems involve object tracking as one of 
the key steps. However, task of tracking of moving object is not easy. In this paper, the 
authors propose a method to implement human object tracking in outdoor environment based 
on human features in shearlet domain. The proposed method uses shearlet transform which 
combines the human features with context-sensitiveness in order to improve the accuracy of 
human tracking. The proposed algorithm not only improves the edge accuracy, but also 
reduces wrong positions of the object between the frames. The authors validated the 
proposed method by calculating Euclidean distance and Mahalanobis distance values 
between centre of actual object and centre of tracked object, and it has been found that the 
proposed method gives better result than the other recent available methods. 
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1. Introduction 

The intelligent monitoring system has several components such as object classification, 
object recognition, object tracking, object measurement and have a lot of practical 
applications. Out of these components, the task of object tracking has an important role. In 
object tracking, motion of the object is analysed across different frames of a video and 
moving object is identified. The moving object tracking have a lot of practical applications. 
These applications are helpful for automatic control in surveillance applications. In some 
cases it give more accurate results than what humans can achieve in manual tracking and 
automatically handle complex situations without the need of human interventions. Some 
common applications of the moving object tracking are in security surveillance, traffic control, 
self-propelled equipment, control by gesture, etc. Moving object tracking is not an easy task 
as the moving object may present in different shapes and colours. Also moving object may be 
present in complex scenario (context) filled with turbulence. Therefore identification of 
moving objects in context aware situation is very difficult. The results may be affected by a 
number of environmental factors such as: changing lights, disturbances in monitoring devices, 
turbulence, obstruction etc. These factors make the moving object tracking as a more 
complicated task and demand results with high accuracy.  

In this paper, the authors propose a new method for human tracking in outdoor 
environment based on human features in shearlet domain. The proposed method uses shearlet 
transform which exploit the transform domain features of human object with context-
sensitiveness in order to improve the accuracy of human tracking in several other contexts as 
well. The proposed algorithm not only significantly improves the edge accuracy but also 
reduces wrong prediction of positions of the object between the frames. The proposed method 
was tested on a standard large datasets like PETS2009 dataset, SUN dataset, Caviar dataset, 
etc. The authors have compared the experimental results of the proposed method with other 
state-of-the-art methods such as Kernel Filter based method [19], Particle Filter based method 
[20], curvelet transform based method [21] and contourlet transform based method [22]. 

Main contribution of this paper is proposal of a method for human tracking based on 
features in uncertain outdoor environment. The rest of this paper is organized as follows: in 
section 2, the authors described the related works. The basics of feature selection, shearlet 
transform and its advantages for human object tracking are presented in section 3. Details of 
the proposed method for human object tracking are presented in section 4. Results of the 
proposed method and conclusions are given in sections 5 and 6 respectively. 

2. Related work  
In past time, there were many researchers who proposed methods to track moving objects. 
Many algorithms had been proposed with different efforts. Most of these methods were 
divided into four groups: contour-based [1], region-based [2], feature-based [3] and model-
based [4].  

Commonly used techniques of moving object tracking are based on background 
subtraction, statistical models, temporal differencing and optical flow [11, 12]. The algorithms 
based on background subtraction utilizes the current frame to compare it with the background 
image and detect the moving scene. Examples of some object tracking methods are median 
filter, Particle filter, temporal median filter, Kalman filter, sequential kernel density 
approximation and Eigen backgrounds [11, 13, 14, 17, 18]. The mean-shift algorithm 
utilizing color feature has been used to track the objects in video. This method has given 
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good tracking results [5, 6, 7]. However, performance of this algorithm is poor for blurred 
environment. The object tracking algorithms using features based on the points, shape and 
contour are used in many domains [8, 9, 10, 26]. 

 A method for modelling the background to detect moving objects based on probability 
was proposed by Stauffer et.al [15]. Gaussian Mixture Model based tracking method is one 
example of such method. The key of this approach is treatment of a pixel value with a 
Gaussian mixture model and if a pixel does not match with the background then it is 
distributed to object motion. This technique is good in those cases where an object appears 
fixed in the background or fixed objects in the background disappear. In this method the 
background image will be updated after certain interval. Major disadvantage of this technique 
is that its performance is poor when object lighting conditions changes constantly or abruptly. 

Andrzej et.al [16] proposed a tracking method using the optical flow. Optical flow method 
was originally suggested by Lucas-Kanade et.al [40]. The optical flow method calculates the 
motion vectors of the pixels between frames. Based on the motion vectors one can detect the 
moving object. This method is quite good because it is not sensitive to noise, but its major 
disadvantage is that it perform very poor in sudden changes in light conditions.  

3. Shearlet transform and its advantages for human object tracking 

3.1 Shearlet transform 

Shearlets are similar to curvelets in the sense that both of them perform a multiscale and 
multidirectional analysis. There are two different types of shearlet systems: band-limited 
shearlet system and compactly supported shearlet system [23]. Computational complexity of 
the band-limited shearlet is high.  

The digitization of discrete shearlet transform is performed in the frequency domain.  The 
discrete shearlet transform is of the form [24]: 
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where n = ( j, k, m, i) are indexes - scale j, orientation k, position m, and cone i.  
Shearlets perform a multiscale and multidirectional analysis. If f(x) is piecewise C2, the 

approximation error of reconstruction with N-largest coefficients (fN(x)) in the shearlet 
expansion is given by [25]: 
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The authors have chosen shearlet transform because of its high directionality and 

representation of salient features (edges, curves and contours) of the image in a better way 
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compared with wavelet transform. Shearlet transform is useful for human detection and 
tracking due to its following properties [6]: 

(i) Frame property: It is helpful for stable reconstruction of image. 
(ii) Localization: Each of the shearlet frame elements need to be localized in both space 

and frequency domain. 
 (iii) Sparse approximation: It is useful for providing sparse approximation comparable to 

the band-limited shearlets. 
The shearlet transform will produce a highly redundant decomposition when 

implemented in an undecimated form [27]. Similar to the curverlet transform, the most 
essential information of the image is compressed into relatively few large coefficients, which 
coincides with the area of major spatial activity in shearlet domain. On the other hand, noise 
is spread over all coefficients and at a typical noise level the important coefficients can be 
well recognized [21]. Thus setting the small coefficients to zero will not affect the major 
spatial activity of the image. 

3.2 Adaboost classifier for human object tracking 

For a given feature set and a training set of positive and negative images, Adaboost can be 
used both to select a small set of features and to train the classifier. Viola and Jones [28] 
firstly used binary Adaboost for face detection system. Boosting is a method to improve the 
performance of any learning algorithm, generally consist of sequential learning classifier 
[29]. Adaboost itself trains a cluster of weak-learners to form a strong classifier which 
performs at least as well an individual weak learner [30]. Adaboost clusters are particular 
features, where each feature represents an observable quantity associated with the target. The 
weak classifiers were basically thresholds for each data attribute. In our proposed work, we 
have used Adaboost algorithm which is described by Viola and Jones [28]. Complete 
Adaboost algorithm for classifier learning is given below. 

Adaboost Algorithm [31]: 
Given example images (I1, J1), (I2, J2),… (In, Jn) where Ji = 0, 1 for negative and 

positive example respectively. 
Initialize weights 
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where, tW  is the probability distribution, m is the number of samples. 

(ii) For each feature, j, train a classifier jh , which is restricted by using a single feature. 
The error (

jE ) is evaluated with respect to tW  
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(iii) Choose the classifier, th with the lowest error tE . 
Update the weights 
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where, 1log

tt βα =  
The advantages of adaboost classifier for human object tracking are as below: 

- It is simple and easy to implement. 
- There is no need for tuning of parameters. 
- It is versatile in nature. It has been extended to learning problems well beyond binary 

classification. 
- It is provably effective, provided that it can consistently find rough rules of thumb 
- It can be combined with any learning algorithm. 
In our proposed work for human tracking, we have taken the shearlet transform 

coefficients as a feature set and used adaboost classifier for training. 

4.  Human tracking based on features in context- awareness 

In this section, the authors describe a method for human tracking using shearlet transform 
combined with human features. The overall proposed method for object tracking is shown in 
Fig. 1. The proposed method for human object tracking perform in two phases: training and 
testing.  

In the training phase, there are three steps: First is detection of moving object. In this step, 
the authors used shearlet filter for computing search area and detect moving objects. In 
second step the authors extract the object features from the scene depending on color, shape 
and motion of human in context aware situation. These objects are saved as blob. Third step 
uses adaboost classifier for correct classification of human objects in changed context.  

In the testing phase, there are four steps: the step 1 and step 2 are similar to that in 
training phase. The third step is matching and condition check. In this step, the authors 
match the results obtained at step 2 of the training phase with the result of step 2 of testing 
phase. Matched results imply that tracking of human object in current frame is correct and 
one can move to next frames (step 4). This process is repeated up to final frame. Otherwise, 
go to step 1 of the testing phase. 
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Fig. 1. The proposed method for object tracking. 
 
Stages shown in Fig. 1 are explained as below. - 

4.1. Detection of moving objects 

A video sequence contains a series of frames. Each frame can be considered as an image. 
The shearlet coefficients of each frame (image) are computed by using a filter bank and 
mean-shift algorithm [6] has been applied to detect moving objects in shearlet domain. This 
method reduces computation time significantly by utilizing the characteristics of high 
correlation of object area between adjacent frames. As mentioned in subsection 3.1, the 
authors have chosen shearlet transform because it has high directionality and it also 
represents salient features (edges, curves and contours) of the image in a better way 
compared to wavelet and other transforms. 

The proposed method compute shearlet coefficients corresponding to the object in one 
frame and then by using the context aware information (as discussed in section 4.2) in form 
of color and shape based features, possible positions of object is identified. Then in these 
possible locations, shearlet coefficients have been computed and these coefficients are 
matched with shearlet coefficients computed in previous frame, to track the object. Thus the 
proposed algorithm checks the repetitive shearlet coefficients between two consecutive 
frames depending on the context aware information in videos, thereby reducing the 
frequency of calculation. The results have shown that the proposed method reduces the 
computation time, and it goes beyond the real-time requirements. 
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After detecting the objects, the method uses Grass-Fire method [13] for adding label. The 
adjacent pixels of the same object are assigned the same label.  The centre of the object is 
calculated by taking the average of all point coordinates of objects. Bounding rectangle 
coordinates are based on the smallest and largest coordinates of the pixels present in the 
object. After that an MO-list is formed. MO-List is the list of moving objects. The objects 
which are inside MO-List are named as Mi. 

4.2. Feature extraction for context awareness 

After extracting the moving objects, the authors extracted the features of human objects. 
Here, we used three features: shape-based feature, color and motion-based features. For an 
independent human object, the positional distance of human object between two consecutive 
frames is small. Therefore we have compared the positional distance of human object in two 
consecutive frames for tracking purpose. 

The objects in a scene are related to each other through spatial relations, or space-time 
relations in context domain and this relation is expressed through the relation between spatial 
locations of the object. There are two types of common spatial relations: metric and topology 
relations. 

The metric spatial relation determine the distance between objects. Topological relation 
between the objects include the location of objects, their intersect, overlaps, matched exactly 
or relative positions in the direction of north-south-east-west.  

Relations between the locations of objects are expressed by the relations of the object 
present at a time in those locations. The location itself has no temporal relations, which exist 
only through the presence of the object at that location. The location exists through the 
presence of the objects, but these objects may not be related to each other. 

Based on the relationship with respect to space and time, the objects were classified as 
spatial objects (entities, location), temporal objects (events, phenomenon, time), spatio-
temporal objects (entities, locations, times) and moving objects (entities, locations, times, 
trajectories). 

Suppose the coordinates of objects, during tracking, in the nth frame are (x, y). Then we 
need to search the object in (n+1)th frame. The authors calculated the distance coordinate (x1, 
y1) of these objects and compare them with coordinates (x, y). The distance Kc between the 
object at the nth frame and (n+1)th frame is calculated using the formula of Euclidian distance: 

 

 
2 2

1 1( ) ( )cK x x y y= − + −   (8) 
 
If T is the chosen distance threshold then if value of Kc is less than threshold T then this 

is treated as object tracked in the (n+1)th frame. 
Important properties of the moving object are color, distance, area, velocity and speed 

[36]. Color feature is more informative and is useful for object detection. Color of the object 
is identified by the color of clothes, skin color, etc. The basic color model consists of three 
colors channels: red, green and blue (R, G, B). Here HSV color model is considered for 
detection of color of human object. Object and non-object pixels are classified according to 
the distribution of hue and saturation [17] as: 

 
 p(I(x, y)| α) = p(h(x, y)| α) p(S(x, y)| α)  (9) 
 
Object gradient information is also used to determine exact boundaries of human object.  
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The authors set a rectangle as: 
 
 Xi = [xi ,yi ,wi ,hi ] , i =1,…,N   (10) 
 
where locations are (xi, yi ) and (width, height) are (wi, hi), are within a certain range. 

Detected human rectangles are tracked by comparing shearlet coefficients.  
In the present work, we have calculated the minimum bounding rectangle which contain 

the object area. Location coordinates of the left upper and right lower positions of rectangle 
are stored and two shape-based features are extracted for the rectangular area as follows [34, 
35]: 

Aspect ratio (AR) is the ratio between the width and height of a rectangular envelope: 
 

 

rectangleAspect ratio = 
width rectangle
height of

of    (11) 
 
Complexity of shape (CS) is the dispersion used to measure the complexity of an object 

(dispersedness) 

 

2

Dispersedness = perimeter
area    (12) 

 
where, perimeter is the number of boundary pixels of a region containing moving objects 

and area is the number of pixels lying inside the moving object. 
The above shape-based features are used to discriminate a human object from other 

objects. Because the human object has the more complex shape therefore they will have a 
greater dispersion value.  

The objects present in different context situation may be dynamic objects. The behavior 
of the object must be determinated based on the features of the object. We have used 
variance of optical flow vectors for dynamic objects. The main idea of the method is to use 
optical flow vector direction of moving objects over the time. This method seeks to change 
the position of the pixel from frame tth to the next frame (t+1)th. This idea can be used to 
cluster the pixels of the human body parts to analyze the motion of an object.   

Optical flow methods are used to distinguish which objects are flexible or not (rigid and 
non-rigid). The authors have observed that: the movement of human object is flexible 
whereas the movement of other objects is not flexible. The flexible human objects like 
humans [41] have the parts like arms, legs, etc. moving in different directions so each angle 
is greater than the average motion vectors. Therefore, the feature, average gradient G of 
human object is higher than the average gradient G of other objects. Other objects are not 
flexible and they will have typically low value of gradient G. The non-human objects contain 
nearly the same pixels therefore the motion vectors are same and the angles are smaller than 
the average vectors (nearly 0). Also, the characteristic gradient G, generated by the 
movement of human object will be cyclical. Moreover, depending on the context awareness 
in the frame, the authors have used this method in order to make distinction between the 
movement of human object from other objects such as vehicles. 

4.3. Adaboost classifier for human object tracking 
After feature extraction from positive and negative datasets, training is performed using the 
Adaboost classifier as presented in subsection 3.2. Adaboost is a supervised learning 
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algorithm which is used for data classification. Adaboost is very effective for training of 
large dimensionality data and solve over fitting problem very well [11]. The authors 
collected sample images for training and testing the classifier. The authors have collected 
images for two classes: human class and classes which do not contain any types of human, 
from images taken from some standard datasets like PETS2009 dataset, SUN dataset, caviar 
dataset, etc.  

4.4. Matching and condition check for tracking 

MO-List is list of moving object mask of the current frame. Consider a null TO-list, which 
contain list of tracked object. If TO-List is null then Mi will be added to the TO-List for 
matching and tracking. If the TO-List object contain the matching object then the 
manipulation and checking conditions will be implemented. To match up Tj and Mi, 
Euclidean distance is used to measure the distance between the center of each Mi and the 
predicted center of all the Tj. If centre of Mi and Tj have a difference less than a given 
threshold δ then Mi ≡ Tj. The δ threshold is defined as the greatest distance between two 
objects of the frame. 

To increase the accuracy, boundary of Mi is compared with estimated boundary of Tj. If 
the difference is smaller than the threshold δ then Mi ≡ Tj. The above matching can lead to 
following three situations: 

If Mi do not coincide with any Tj then Mi will be considered as a new object and it will be 
added to the TO-List. If the single Mi coincides with the Tj then Mi will be seen as a tracked 
object and Tj will update the information in the new location. If the existence of Tj is not 
updated with the information then Tj will be evaluated if it is obscured and it will be 
eliminated if already out of the viewport. 

As Mi is added to TO-List, the index of Tj object which is the largest Tj will be increased 
by 1. If Tj is the first object then there will be an index of 1. Label of Tj object will be 
assigned based on the object index of Tj. Object center and rectangular envelope of Tj will be 
taken from Mi. 

If there is a Mi which overlap with a single Tj then Mi will be seen as tracked object and 
update the information in the new location for Tj. If the central predictions of Tj are still 
within regions then Tj is considered as hidden object and is not rejected.  

We are also updating the information estimates. After Tj has updated the information, the 
label of object will be kept. Object center and rectangular of Tj will be taken from Mi. Now, 
the authors predict the location of objects. After adding Tj, updating Tj and estimating Tj, the 
authors calculate the central predictions of Tj . The position and size of the object Xi are: 

 
 Xi = (xi, yi, wi, hi)  (13) 
 
The central predictions of Tj will be used to match the center of Mi. The objects in the 

context are the dynamic objects. The behaviour of the object must be determined based on 
the features of the object. After that, the object and context will be updated for next frame. 

5. Experiments and results 
In this section, we present experiments of human object tracking. For tracking, we determine 
the object in each frame of the video. The object area is determined in the first frame and the 
tracking algorithm needs to track the object from frame to frame.  
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5.1 Materials 
Experiments were conducted using Matlab 2013a and carried out on a computer of Intel i7 
4700MQ 2.4 GHz CPU and 16 GB DDR3 memory. The experiments were focusing on the 
outdoor scenes so PETS 2009 dataset [37], CAVIAR dataset [38], and SUN dataset [39] are 
used. Videos used are of the resolution of 384 × 288 or 768 x 576 and the frame rate is 25 
frames per second. First 2000 frames of the video are used for training. Training data 
comprise of 1364 human and 892 car objects. Images of some scene and sample bounding 
boxed images of human and car are shown in Fig. 2. 

 

    
                        (a)                                     (b)                                          (c)              (d) 

Fig. 2. Scenes in dataset. (a) and (b) are scenes in training data.  
(c) and (d) are scenes in testing data. 

 

5.2 Result analysis 
Here, we report the results obtained from some of video clips. Our first experiment is on 
person video clips with frame size 384 by 288. The proposed method processes this video 
clip at 25 frames/second. The authors have experimented on the video up to 1000 frames. 
Here, we have reported the results in difference of 50 frames. Some snapshots of results 
achieved are shown in Fig. 3. 

 

         
        Frame 100                  Frame 250               Frame 350               Frame 500 

Fig. 3. Tracking in human video clips up to 500 frames 
 

Our second experiment is on person video clips with frame size 384 by 288. The 
proposed method processes this video clip at 25 frames/second. The authors have 
experimented on the video up to 1000 frames. Here, we report the results up to 1000 frames. 
Some results achieved are shown in Fig. 4. 

 

 
                        Frame 1        Frame 50                   Frame 100         Frame 150 
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                    Frame 200   Frame 250                   Frame 300         Frame 350 

Fig. 4. Tracking in human video train clips up to 350 frames 
 

Our third experiment is on person video clip, of Caviar dataset, with frame size 384 by 
288. The proposed method processes this video clip at 25 frames/second. The authors have 
experimented on the video up to 382 frames. Here, we have reported the results up to 350 
frames. Some results achieved are shown in Fig. 5. 

 

     
Frame 10       Frame 50                  Frame 100          Frame 150 

    
Frame 200        Frame 250                   Frame 300      Frame 350 

Fig. 5. Tracking in human video train clips up to 350 frames 
 
Our fourth experiment is on person video clip, of Caviar dataset, with frame size 384 by 

288. The proposed method processes this video clip at 25 frames/second. The authors have 
experimented on the video up to 382 frames. Here, we have reported results up to 345 frames. 
Some results achieved are shown in Fig. 6. 

 

       
Frame 195       Frame 215                  Frame 268         Frame 281 

       
Frame 292        Frame 303                   Frame 326         Frame 345 

Fig. 5. Tracking in human video train clips up to 345 frames 
 

From Fig. 3 to 6, we have observed that the proposed method performs well.  
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Table 1. Comparison of the object tracking error of the proposed method with other methods. 

Frame 
Number 

Kernel 
tracking [19] 

Particle  
tracking [20] 

Curvelet 
tracking [21] 

Contourlet 
tracking[22] 

Proposed 
Tracking 

100      
150      
200 Error     
250      
300  Error Error   
350    Error  
400 Error     
450      
500  Error    
550      
600 Error Error Error Error Error 
650      
700 Error     
750  Error Error   
800      
850 Error     
900 Error   Error  
950      

1000  Error    
 
In Table 1, the authors compared the error in human tracking of the proposed method to 

other methods for one video. The ‘error’ shown in table 1 is the error where the method 
could not tract the accurate object. At 600th frame, the quality of video is not good and there 
are many abrupt changes therefore the result of all methods are showing ‘error’ in this frame. 
From Table 1, we observed that the results of the proposed method are better than other 
methods. 

 
Table 2. Comparison of the object tracking error of the proposed method with other methods. 

Frame 
Number 

Kernel 
tracking [19] 

Particle  
tracking [20] 

Curvelet 
tracking [21] 

Contourlet 
tracking[22] 

Proposed 
Tracking 

100      
234 Error     
278      
315   Error Error  
427 Error     
512  Error    
578   Error   
621      
692 Error Error  Error  
714 Error     
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748      
789 Error Error Error Error Error 
800      
 
In Table 2, the authors compared the error in human tracking of the proposed method to 

other methods for another video. The ‘error’ shown in table 2 is the error where the method 
could not track the accurate object. At 789th frame, the quality of video is not good and there 
are many abrupt changes therefore the result of all methods are showing ‘error’ in this frame. 
From Table 2, we have observed that the results of the proposed method are better than other 
methods. 

 

5.3 Performance evaluation 
The visual results combined with the quantitative performance metrics are more appropriate 
to evaluate different tracking methods. For performance evaluation, we used two different 
performance metrics: Euclidean distance and Mahalanobis distance. The Euclidean distance 
between the computed centroid (xC, yC) of tracked human window and actual centroid (xA, 
yA) is as follows: 

 
2 2( ) ( )c A c A cK x x y y= − + −   (14) 

Fig. 7a shows the plot of Euclidean distance between centroid of the tracked object 
computed by the proposed method and other tracking methods. The video test as Fig. 2. 
From the Fig. it is clear that the proposed method has the least Euclidean distance between 
the centroid of tracked bounding box and the actual centroid in comparison with other 
methods.  

 

  
(a) The Euclidean distance   (b) The Mahalanobis distance 

Fig. 7. The Euclidean and Mahalanobis distance of the proposed method and other tracking methods 
 

The Mahalanobis distance is a measure of the distance between a point P (xp, yp) and 
a distribution D. The Mahalanobis distance of an observation a = (a1, a2, a3, …, an)T from a 
set of observations with mean α = (α1, α2, α3, …, αn)T  and covariance matrix S is defined as 
[40, 41]: 

https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Covariance_matrix
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1 2( ) ( ) ( )T

MD a a S aaa −= − −  (15) 

 
It is a dissimilarity measure between two points A = (xA, yA) and B = (xB, yB) with the 

covariance matrix S.  
Suppose, we have two features: feature i (ground truth centroid points) and feature j 
(computed centroid points). Let {x(1, i), x(2, i),….. x(n, i)} be a set of n examples of feature 
i. Let {x(1, j), x(2, j),…… x(n,j)} be a set of n examples of feature j. Let m(i) be the mean of 
feature i, and m(j) is mean of feature j. The covariance of feature i and j is computed as [44]: 

 
{[ (1, ) ( )][ (1, ) ( )] ... [ ( , ) ( )][ ( , ) ( )]}( , )

1
x i m i x j m j x n i m i x n j m js i j

n
− − + + − −

=
−

  (16) 

 
Mahalanobis distance is calculated as procedure described in [44]: 
 
Fig. 7b shows the plot of Mahalanobis distance between centroids of the tracked object 

computed by the proposed method and other tracking methods. From Fig. 7b it is clear that 
the values of dissimilarity measure are small in the proposed method. 

6. Conclusions and feature works 
Object tracking is a task to find a series of actions of moving objects in between video 
frames. This gives the information about the object such as the path of the object, the speed 
or direction of motion of the object. The moving objects with different shapes can be both 
moving and changing in shapes, color and may present in a complex context and full of 
turbulence. In outdoor environment, the objects are usually occluded, blurred or noisy. The 
shape of the object may change from scene to scene and from frame to frame. Therefore, 
object tracking in these cases is a challenging problem. In this paper, a new method of object 
tracking by combining the features of the object in form of shearlet coefficients with context-
sensitive information is proposed, in order to improve the accuracy of object tracking. The 
authors evaluated the proposed method by calculating Euclidean distance and Mahalanobis 
distance between centroids of actual object and tracked object values. Experimental results 
have demonstrated that the proposed method perform well as compared to the other methods 
such as Kernel Filter based method [19], Particle Filter based method [20], curvelet 
transform based method [21] and contourlet transform based method [22]. The proposed 
method was tested on standard datasets like PETS2009, SUN dataset, and Caviar dataset. 
The proposed algorithm not only significantly improves the edge accuracy, but it reduces the 
wrong position of objects between the frames. The proposed method have a good degree of 
tracking accuracy and its performance is also in real time. The limitation of the proposed 
method is that it does not work in case of tracking of multiple objects. In future work, we 
will improve the accuracy of the proposed method by incorporating more human features to 
track multiple objects and also for real-time implementations in very complex enviorment, 
the authors will try to track the objects with help of hardwares like DSP kits. 
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